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Admittedly, I t Is An Incomplete Br idge

THIS WORK IS A BRIDGE BETWEEN TWO OLD PROBLEMS

• The so-called Marshak wave problem is a classic problem in high-energy 
density radiative transfer. 

• Several variations of the problem exist, but the main theme is that a cold medium 
is subject to a source of radiation and a wave propagates through the medium. 

• The problem usually imagines a slab geometry configuration. 

• One-dimensional models for particle transport in evacuated ducts has been 
used to model the transport of particles using a simplified model. 

• The transport in the duct is modeled using an effective scattering from the duct 
walls. 

• There is active research in developing models for Marshak waves in 
configurations reminiscent of the duct problem.
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ASYMPTOTIC ANALYSIS OF NONLINEAR
MARSHAK WAVES*

E. W. LARSEN" AND G. C. POMRANING:

Abstract. The classic Marshak wave equation (an equilibrium diffusion radiative transfer description) is
obtained as the lowest order approximation in an asymptotic analysis of a system of time dependent
nonequilibrium radiative transfer equations. The next approximation leads to a more general equilibrium
diffusion approximation, which contains the radiative energy in the description. We derive an asymptotic
solution of this higher order equilibrium diffusion approximation by including the smallness parameter in
both the independent time variable and the dependent variable of the problem. The solution obtained is
applicable over a longer time interval than the solution of the Marshak equation. Its main qualitative feature is
that the predicted position of the wave front lags behind the Marshak prediction.

1. Introduction. The nonlinear equilibrium diffusion equation for radiative energy
transfer, in the absence of conduction and convection and with the neglect of radiative
energy content, was derived by Marshak [1 by introducing several physically motivated
approximations into a system of nonequilibrium radiative transfer equations. Marshak
treated this equation as an isolated approximation without regard to a systematic
procedure of obtaining higher order approximations. It is given by

0 Em(O)=.[ac 4]
where 0(, t) is the material temperature, E,,,(O) is the material energy density, h (O) is
the Rosseland mean free path of radiation, Q(, t) is the external source of heat, c is the
speed of light, and a is the radiation constant (a =4/c, where g is the Stefan-
Boltzmann constant). Experience has shown that (1) is a reasonably accurate physical
description for many radiative transfer problems.

If one introduces into (1) the realistic idealizations that both E(O) and h (O) are
simple powers of O, then for certain problems the resulting equation is susceptible to
analytic methods [2]. In particular, if the source Q is a delta function in both space and
time, this nonlinear partial differential equation admits a closed form similarity solution
in any one-dimensional geometry. This solution exhibits the well known "Marshak
wave" 1], [2], which is identically zero ahead of a wave front whose position varies as a
fractional power of time. Far behind the front, the solution varies slowly in space and
time.

Equation (1) is a simplified version of the more general equilibrium diffusion
equation which includes the radiative energy content of the problem. While it is
generally true for problems of interest that the radiative energy density is small
compared to the material energy density, it may not be small enough to neglect
completely. With the inclusion of this effect, (1) is replaced by ([3])

L[aO4+Em(O)]= (0)04 +O.(2)
Ot
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The Classical Work

THE MARSHAK WAVE PROBLEM

• The Marshak wave problem 
has a cold slab with an heat 
source applied at a particular 
point. 

• Via radiative transfer the 
medium is heated. 

• If the material is optically 
thick, as the original works 
assume, the governing 
equations is a nonlinear 
diffusion equation. 

• Petschek demonstrated how 
to find similarity solutions. 

• Larsen and Pomraning showed 
that this is the asymptotic limit 
of a non-equilibrium system.
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Abstract--An analytic solution to a particular Marshak wave problem is given. The radiative transfer model 
used is the gray, non-equilibrium diffusion approximation which allows the radiation and material fields to 
be out of equilibrium. This solution should be useful as a reference problem for validating time-dependent 
radiative transfer computer codes, as well as investigating the convergence, as a function of space and time 
step size, for such codes. The coupling of the radiation field to the material field in a multigroup code, a 
difficult numerical problem, can also be tested against this solution. Typical numerical results are given for 
surface quantities, integral quantities, and the distribution of radiative energy and material temperature as a 
function of space and time. 

1. INTRODUCTION 
A DIFFICULT class of engineering problems is time-dependent radiative transfer in which the 
radiation and material energy fields are allowed to interact. The difficulty stems from the 
underlying complexity of the equation of radiative transfer, the need to include the energy 
balance equation for the material in the problem description, and the generally complex 
dependence of the material properties (opacities and heat capacity) on the relevant independent 
variables. 

Because of this complexity, most, if not all, realistic problems of this type must be solved 
numerically. Many computer codes exist in the engineering and scientific community for such 
problems, including the effects of hydrodynamic motion if this is an important effect. As with 
all computer codes, it is desirable (essential) to have benchmark or reference problems for 
which analytic solutions are known for purposes of verifying the numerical procedures used. In 
addition, such analytic solutions allow one to test the sensitivity of the code to changes in mesh 
size (in space or time) in an unambiguous way. Such test problems are almost nonexistent for 
this class of radiative transfer problems, again because of the complexity of the underlying 
equations. 

One semi-analytic solution that does exist in the literature is the so-called Marshak wave 
problem. ¢~) In the heat transfer context, this corresponds to an initially cold halfspace of 
material with radiation incident upon the surface. Under the simplifications introduced by 
Marshak, this problem admits a similarity solution which reduces the problem to the solution of 
a second order nonlinear ordinary differential equation. This equation cannot be solved 
analytically, but numerical results have been obtained by KASS and O'KEEFFE ¢2~ in the context of 
chemical diffusion. The solution exhibits a wavefront which penetrates the slab with the 
characteristic square root of time behavior. To obtain this semi-analytical solution, Marshak 
made the assumption that the material and radiation fields are in equilibrium; i.e. the radiation 
field at any space and time point is Planckian at the local material temperature. This has the 
great simplifying effect of eliminating the equation of transfer from the problem. Modern 
radiative transfer treatments do not in general make this simplifying assumption. The radiation 
and material fields are allowed to develop separately according to a more accurate physical 
description, with an interaction term between the two fields which allows equilibration only 
when the physics of the problem dictates such an equilibrium. 

In this paper, we give a solution to the Marshak wave problem allowing non-equilibrium 
between the radiation and material fields. In order to make the problem tractable analytically, 
we need introduce a specific dependence of the material heat capacity on the material 
temperature. We assume that this heat capacity is proportional to the cube of the temperature. 
Because of this, our solution probably does not correspond to any interesting physical problem, 
as does the classic Marshak treatment. However, our intent is different from that of Marshak. 
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Figure 7: Normalized temperature g versus normalized distance ξ for the n = 3 (solid curve) and
n = 0 (dashed curve) cases. Black dots are ∆ξ = 10−5 behind the radiation front, where the
double-precision integration starts, using g2 for initial conditions and requesting 12-digit accuracy
of NDSolve. Open circles on the n = 3 curve are points where interpolation error will be assessed.

figure 1). Starting the integration ∆ξ = 10−5 behind the radiation front and using g2 for initial conditions
makes the error contribution from initial conditions negligible (see figure 4). Multiplying by 2 or 3 for the
slope (in figure 5) means ξmax would be correct to almost 11 digits (error ∼ 10−11). For n = 3 we get
ξmax = 1.1199349391, and for n = 0 we get ξmax = 1.2311729703. Both values differ by about 0.001 from
those in Castor (who writes 1.121 and 1.232, respectively).

Interpolation Error

The NDSolve function produces a function g(ξ) that interpolates the numerically integrated g between
steps. The interpolation between steps does not necessarily have the same accuracy as was found for g(0) in
figure 1. The interpolation scheme may be of lower order accuracy than the integration scheme.

Figure 8 checks the accuracy of the interpolated g at three values of ξ for the n = 3 case, showing the
accuracy’s dependence on the accuracy requested of NDSolve. One value of ξ is chosen in the plateau of the
radiation wave, one in the knee, and one in the steep front. These points are the open circles in figure 7.
The “exact” g is obtained from a quadruple-precision integration requesting 27-digit accuracy that ends at
the specified ξ, thus avoiding the interpolation error we are assessing in this section.

Compare figure 8 with the similar plots in figure 1. The accuracy of the default interpolation scheme
(open blue circles) suffers when more than 15 digits of accuracy is requested. However, when requesting
12 digits or less, the interpolation accuracy appears to be fine, behaving like g(0) in figure 1. Specifying
the option InterpolationOrder -> All (blue crosses) in the NDSolve function recovers the integration
accuracy in the interpolation.

Also note in figure 8 how the accuracy improves closer to the radiation front, that is, closer to where
the integrations start.

Another presentation of the interpolation and integration errors is shown in figure 9. The error of
the 12-digit accuracy double-precision numerical integration is plotted versus normalized position ξ. The
“exact” g(ξ) was taken to be a 50-digit accuracy integration. The working precision for both integrations
was 99 digits to eliminate differences in round-off behavior that would otherwise overwhelm the interpolation
error near the start of integration. The lower left inset shows that even close to the start of integration, the
interpolation error is still small relative to the total error. The upper right inset shows the interpolation
between steps (between black dots) in detail, for a portion of the curve.

So, provided we use 12-digit accuracy or less, the interpolation error will be much smaller than the total
integration error. We can proceed with the tabulation, expecting 11-digit accuracy when we request 12.

7

Power Law Opacit ies

SIMILARITY SOLUTION

• If the opacity has the form               

• There exists a similarity 
solution         where  

• The steepness of the 
wavefront is controlled by 
the power in the opacity.

The similarity solution for a power-law opacity, 
from Nelson and Reynolds, LA-UR-09-04551.

(T ) = 0T
�n

T (⇠)

⇠ = C(n)
xp
t



Drive Condit ions And Radial Losses Change The Picture

EXPERIMENTS DO NOT HAVE SLABS WITH A CONSTANT DRIVING TEMPERATURE

• Hammer and Rosen extended 
the theory to include a non-
constant driving temperature. 

• Hurricane and Hammer tried 
to account for radial losses in 
the model. 
• Use observation that away 

from wave front the 
material temperature 
changes slowly. 

• Other work added radiation 
energy density terms and 
material motion into the 
model.

front side. In Sec. III, the equations describing the radiation
front are generated using a simplified equation of motion for
the front.7 The lowest-order front equation is solved analyti-
cally in Sec. III A, where it is shown that the energy losses to
the wall not only curve the radiation front, but also generate
a drag-like slowing of the front. The contribution of the
higher-order terms is calculated and discussed in Sec. III B.
Section IV compares the analytic model with direct simula-
tion and Sec. V compares the analytic model with the experi-
mental results of Back et al.5,6 Finally, Sec. VI concludes
with discussion of the slight modifications required to repeat
the analytic solution in cylindrical geometry or with
temperature-dependent opacity.

II. BOUNDARY VALUE PROBLEM FOR RADIATION
TEMPERATURE

Although the experimental motivation for this analysis is
cylindrically symmetric, we develop this problem in 2D pla-
nar geometry. Figure 2 diagrams the problem as we envision
it. A lossy wall bounds the medium within which the radia-
tion is diffusing into at y= ±L. A temperature, Ts, source that

is constant in time is present on the left boundary at x=0.
Somewhere down the slab is the radiation front with time-
dependent position and profile given by xF!y , t". Ultimately,
our goal is to determine the explicit form of xF!y , t" in terms
of the boundary data and material properties.

Assuming a supersonic radiation front, the rate of
change of material internal energy is balanced by the rate of
energy deposited from the radiation flux; the fundamental
equation being

!
!e

!t
=

4
3

! · # 1
!"

!!#T4"$ , !1"

where ! is the material density, e is the material specific
internal energy, T is the position-dependent material !and
radiation" temperature, #=1.03$1012 ergs/ !cm2·s ·eV4" is
the Stefan-Boltzman constant, and " is the Rosseland mean
opacity. As a result of the supersonic assumption, the mate-
rial stays in place over the time scales of interest, so ! is
treated as constant in time. The left-hand side of Eq. !1" is
generally negligible away from the radiation front.

The material opacity is often well approximated by a
power-law temperature dependence and most one-
dimensional solutions of Eq. !1" make this assumption. How-
ever, the forthcoming eigenvalue problem is greatly compli-
cated if one assumes a temperature-dependent opacity, so for
the moment we will assume a temperature-independent opac-
ity. Away from the radiation front and with temperature-
independent opacity, Eq. !1" becomes a Laplace equation,
"2T4=0. The solution for T!x ,y" must be of the form

T4 = %
n=0

%

cos!kny"&An!t"eknx + Bn!t"e−knx' , !2"

where kn is an eigenvalue while An!t" and Bn!t" are time-
dependent coefficients that will all be determined by the
boundary conditions on the temperature at the source, the
walls, and the radiation front.

Due to the form of Eq. !2", it is natural to choose the
form of the radiation front to be

FIG. 1. !Color online" A typical laser-driven radiation
transport experiment uses a gold hohlraum as a radia-
tion cavity and a foam sample.

FIG. 2. The idealized problem has a constant temperature source on the left
that is driving the curved radiation front, xF!y , t", to the right. A lossy wall
bounds the problem at y= ±L.
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Bent Marshak waves
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Radiation-driven heat waves !Marshak waves" are ubiquitous in astrophysics and terrestrial
laser-driven high-energy density plasma physics experiments. Generally, the equations describing
Marshak waves are so nonlinear, that solutions involving more than one spatial dimension require
simulation. However, in this paper it is shown that one may analytically solve the problem of the
two-dimensional nonlinear evolution of a Marshak wave, bounded by lossy walls, using an
asymptotic expansion in a parameter related to the wall albedo and a simplification of the heat front
equation of motion. Three parameters determine the nonlinear evolution: a modified Markshak
diffusion constant, a smallness parameter related to the wall albedo, and the spacing of the walls.
The final nonlinear solution shows that the Marshak wave will be both slowed and bent by the
nonideal boundary. In the limit of a perfect boundary, the solution recovers the original
diffusion-like solution of Marshak. The analytic solution will be compared to a limited set of
simulation results and experimental data. © 2006 American Institute of Physics.
#DOI: 10.1063/1.2388268$

I. INTRODUCTION

In instances where the radiation flux on optically thick
matter becomes sufficiently large, a penetrating ionization
heat front can be generated. Such conditions are commonly
created in terrestrial laser or z-pinch-driven high-energy den-
sity physics !HEDP" and inertial confinement fusion !ICF"
experiments where large amounts of stored energy !hundreds
of kilojoules to megajoules" are released into small volumes
over time scales of several ns, thereby generating intense
x-rays as reemission from high-z hohlraums, half-raums, or
wire-arrays. These x-rays are then absorbed by a target pack-
age or the ablator of a fusion capsule where subsequent ra-
diation hydrodynamic behavior ensues. Of course, radiation-
driven heat waves are also common in astrophysical
situations such as supernova explosions or the penetration of
radiation into the interstellar medium around star forming
regions.

Since the time scales for radiant energy exchange are
generally quite small compared to hydrodynamic time scales,
the penetration of radiation and energy deposition can occur
without the fluid undergoing much motion !the supersonic
case". Eventually, material is heated and pressure gradients
build driving fluid motion that can compete with and even
surpass the rate at which radiation penetrates into the me-
dium !the subsonic case". The classical solution of Marshak1

demonstrated that, in the case of supersonic radiation pen-
etration into a medium, the radiation front will diffuse !with
characteristic square-root-of-time, %t, behavior for a constant
temperature boundary condition" into the material as the ra-
diant flux is taken up by the material and converted into
internal energy—a Marshak wave.

Since the time of Marshak’s paper, the theory of diffu-
sive radiation transport has continued to develop and has

become quite elaborate,2–4 but analytic solutions to the equa-
tions have been almost entirely confined to one-dimensional
!1D" problems. Due to the complexity introduced by the
nonlinear nature of the equations that describe diffusive ra-
diation transport, work in higher dimensions has relied upon
numerical solutions that are often compared to HEDP experi-
ments.

!-laser experiments designed to study diffusive super-
sonic radiation transport in low density !40-50 mg/cc" SiO2
and Ta2O5 foams have demonstrated significant curvature of
the radiation front profile in test samples.5 The targets for
these experiments !see Fig. 1" place the foams, of varying
lengths, at the end of a laser-heated half-raum. The experi-
ment was diagnosed via face-on emission measurements !at
550 eV" that provided clean signatures of radiation breakout.
As a practical matter of holding the foams in place and mini-
mizing the loss of x-rays outside of the experiment, the
foams are surrounded by a sleeve made of either Au or Be.

Energy loss to the sleeve was determined to be the pri-
mary cause of the curvature of the radiation front.5 Further-
more, it has been demonstrated that the curvature of the ra-
diation front depends upon the composition of the sleeves
surrounding the aerogel foam6 and that the arrival of the
radiation front at the diagnostic plane is retarded in time
when a low-Z !Be" support sleeve is used.

In this paper, we develop an analytic solution that de-
scribes the two-dimensional !2D" radiation front behavior
observed in the above-mentioned experiments. The key to
solving the problem analytically involves asymptotic expan-
sion in a parameter related to wall/sleeve albedo. This expan-
sion parameter falls out of the eigenvalue problem, which is
the solution for the temperature structure between the heat
source and radiation front as described in Sec. II. The solu-
tion of the boundary value problem is completed in Sec. II A,
on the temperature source side, and Sec. II B on the radiationa"Electronic mail: hurricane1@llnl.gov
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Abstract. This work presents semi-analytic solutions to a radiation-
hydrodynamics problem of a radiation source driving an initially cold medium.
Our solutions are in the equilibrium diffusion limit, include material motion
and allow for radiation-dominated situations where the radiation energy is
comparable to (or greater than) the material internal energy density. As such, this
work is a generalization of the classical Marshak wave problem that assumes no
material motion and that the radiation energy is negligible. Including radiation
energy density in the model serves to slow down the wave propagation. The
solutions provide insight into the impact of radiation energy and material motion,
as well as present a novel verification test for radiation transport packages. As
a verification test, the solution exercises the radiation–matter coupling terms
and their v/c treatment without needing a hydrodynamics solve. An example
comparison between the self-similar solution and a numerical code is given.
Tables of the self-similar solutions are also provided.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence.
Any further distribution of this work must maintain attribution to the author(s) and the title of the work, journal

citation and DOI.
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front side. In Sec. III, the equations describing the radiation
front are generated using a simplified equation of motion for
the front.7 The lowest-order front equation is solved analyti-
cally in Sec. III A, where it is shown that the energy losses to
the wall not only curve the radiation front, but also generate
a drag-like slowing of the front. The contribution of the
higher-order terms is calculated and discussed in Sec. III B.
Section IV compares the analytic model with direct simula-
tion and Sec. V compares the analytic model with the experi-
mental results of Back et al.5,6 Finally, Sec. VI concludes
with discussion of the slight modifications required to repeat
the analytic solution in cylindrical geometry or with
temperature-dependent opacity.

II. BOUNDARY VALUE PROBLEM FOR RADIATION
TEMPERATURE

Although the experimental motivation for this analysis is
cylindrically symmetric, we develop this problem in 2D pla-
nar geometry. Figure 2 diagrams the problem as we envision
it. A lossy wall bounds the medium within which the radia-
tion is diffusing into at y= ±L. A temperature, Ts, source that

is constant in time is present on the left boundary at x=0.
Somewhere down the slab is the radiation front with time-
dependent position and profile given by xF!y , t". Ultimately,
our goal is to determine the explicit form of xF!y , t" in terms
of the boundary data and material properties.

Assuming a supersonic radiation front, the rate of
change of material internal energy is balanced by the rate of
energy deposited from the radiation flux; the fundamental
equation being

!
!e

!t
=

4
3

! · # 1
!"

!!#T4"$ , !1"

where ! is the material density, e is the material specific
internal energy, T is the position-dependent material !and
radiation" temperature, #=1.03$1012 ergs/ !cm2·s ·eV4" is
the Stefan-Boltzman constant, and " is the Rosseland mean
opacity. As a result of the supersonic assumption, the mate-
rial stays in place over the time scales of interest, so ! is
treated as constant in time. The left-hand side of Eq. !1" is
generally negligible away from the radiation front.

The material opacity is often well approximated by a
power-law temperature dependence and most one-
dimensional solutions of Eq. !1" make this assumption. How-
ever, the forthcoming eigenvalue problem is greatly compli-
cated if one assumes a temperature-dependent opacity, so for
the moment we will assume a temperature-independent opac-
ity. Away from the radiation front and with temperature-
independent opacity, Eq. !1" becomes a Laplace equation,
"2T4=0. The solution for T!x ,y" must be of the form

T4 = %
n=0

%

cos!kny"&An!t"eknx + Bn!t"e−knx' , !2"

where kn is an eigenvalue while An!t" and Bn!t" are time-
dependent coefficients that will all be determined by the
boundary conditions on the temperature at the source, the
walls, and the radiation front.

Due to the form of Eq. !2", it is natural to choose the
form of the radiation front to be

FIG. 1. !Color online" A typical laser-driven radiation
transport experiment uses a gold hohlraum as a radia-
tion cavity and a foam sample.

FIG. 2. The idealized problem has a constant temperature source on the left
that is driving the curved radiation front, xF!y , t", to the right. A lossy wall
bounds the problem at y= ±L.
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DIFFUSION MODELS OF RADIATIVE TRANSFER IN FINITE SYSTEMS

• The Hurricane-Hammer model points out that behind the wave-front the time 
dependence of the solution is negligible.  

• This makes the problem here an 2-D Laplace equation. 

• In 2-D Cartesian geometry, with x being the direction that the wave is 
propagating, the wavefront will then be a linear combination of cosines, that 
determine the curvature of the wavefront. 

• Detailed analysis then gives a form for the curvature as a function of boundary 
conditions, etc., and an equation for the propagation of the wavefront. 

• Hammer and Rosen also use the slow change behind the wavefront, but they 
use this to derive the results from changing boundary temperatures for 1-D 
problems, and solve problems regarding supersonic and subsonic diffusion 
waves.

r2T 4 = 0



Improvement Is Possible

COMPARISONS WITH EXPERIMENT SHOW THESE MODELS ARE REASONABLE

• A recent paper by Moore, et 
al. compares Marshak waves 
created at NIF with the 
different models of Hammer 
and Hurricane. 

• There seems to be a gap 
between analytic theory and 
full-blown radiation 
hydrodynamics simulations. 

• Is a simple, ordered, 
approximation to the 
radiative transfer in the 
experiment possible?

chamber and repeating the experiment using the upper
hemisphere laser beams and the lower Dante – shown in
Fig. 2(b). Simulations using the radiation hydrodynamics

code NYM are minimally tuned to match these results
using multipliers between 0.9 and 1.0 on the Au opacity
used in the hohlraum calculation, and as shown by the
green lines in Fig. 3 provide a good match to the measured
flux leaving the hohlraum through the SiO2 aerogel disc
[34]. Since only the x-ray flux entering the foam cylinder is
important for the Marshak wave investigation we do not
further discuss the implications of tuning the Au opacity in
the hohlraum calculations but rather assert that armed
with simulations that match the temporal history and
absolute quantitative fluxes measured within the mea-
surement errors are sufficient and indeed necessary to
accurately characterize the Marshak wave behaviour.

To compare with analytical models we assert that the
hohlraum be described by a single temperature. Typically the
angular distribution of emission is assumed to be Lambertian
(p cos ðθÞ), but Fig. 4 demonstrates that the two results are
inconsistent with this, so instead a cos nðθÞ dependence is
fitted to the angular distribution. We find a best fit to the
results with n¼1.5 which results in a peak radiation tem-
perature through the m-band absorber of 30775 eV for a
laser energy of 36072.5 kJ. The angular distribution θ4371
is well-matched by the NYM simulations, but deviates at
small angles where the simulations indicate that the flux is
reduced compared to a Lambertian due to the viewfactor
through the opposite hohlraum LEH. The difference between
simulation and the cos 1:5ðθÞ fit for θo371 results in only a
3% change in radiation temperature.

It is important to note that when the foam cylinder is
added to the target, shown in Fig. 2(c), the temperature
history at the plane between the SiO2 aerogel disc and
foam cylinder, indicated by the blue arrows, is different to

Fig. 3. x-Ray flux entering foam cylinder measured through SiO2 aerogel
disc compared to simulations using the radiation hydrodynamics code NYM
and inferred for the supersonic Marshak wave arrival in Table 1 based on
the delivered laser energy. (For interpretation of the references to colour in
this figure, the reader is referred to the web version of this paper.)

Fig. 2. A 3.0$3.5 mm diameter laser driven half-hohlraum generates a 4300 eV x-ray source. Au M-band radiation is reduced by a thin 200 μm disc of
SiO2 aerogel before driving a supersonic diffusion wave through 2.8 mm of chlorinated polystyrene foam or silicon dioxide aerogel. (a) The configuration
studied in two experiments N110320 with a laser energy of 354.9 kJ and N110622 with 364.2 kJ, (b) the N110628 ‘flipped’ configuration shot with 355.5 kJ
and (c) the configuration to measure the Marshak wave propagation, on N121108 this was shot with 368.1 kJ. (For interpretation of the references to colour
in this figure, the reader is referred to the web version of this paper.)
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the measurement within the error bars. However, we also
compare the simulations to the arrival time measured by
upper Dante. The 8.0 GW/Sr supersonic radiation wave
arrival time is represented as a blue vertical bar which is
only in agreement with the measurement when ε is
increased. While this is quite a significant change to ε, it
is clear from Eq. (5) these measurements can only con-
strain a combination of the ε and κR, so a smaller change to
ε is expected if κR were also adjusted. A parametric study
to best fit multipliers on both the opacity and specific
internal energy to all the data is the subject of a separate
publication [21].

Fig. 8 shows the simulated density and electron tem-
perature just prior to burnthrough for the super- and
subsonic radiation wave both with the 20% increase in ε.
The electron temperature plot illustrates the minimal
curvature of the front and is in good agreement with the
Hurricane et al. estimate. The simulated density in Fig. 8(a)
shows how the higher average density and lower laser
energy causes the Marshak wave to stall and becomes
subsonic producing a curved shock, while in Fig. 8(b) there
is no densification at the location of the front indicating
that the Marshak wave is supersonic.

For the supersonic case in Table 1, different numerical
approaches were tested using the radiation hydrodynamics

code CORVUS [38]. For increasing n the Sn method will reach
the exact solution while since IMC is a statistical approach it
should reach the same solution, but is not rigorously ‘exact’.
The same Tr(t) shown in blue in Fig. 3 that was extracted
from NYM and used in the analytical models was applied in
as a spatially uniform source to the bottom surface of the a
Cl-doped cylinder and Au tube. The same 288 multi-group
opacity from CASSANDRA and equation of state data from
SESAME that was used in the NYM simulations was applied
with multipliers on each derived from the best fit of NYM
simulations to the data. The CORVUS simulations were run
using a diffusion model, IMC and S4, S8 and S16. The IMC
method was implemented in the same way as in the NYM
simulations earlier. Up to 8!105 ‘photon’ particles are
sourced per time step, which results in around 1!108

particles surviving in total. The results were tested for
convergence by adding more particles, and this did not
change the result; the results are shown in Fig. 9.

Clear differences are apparent between the diffusion
model and other more complex approximations, while the
difference between IMC and Sn simulations is more subtle.
The diffusion approximation functions poorly around
high spatial gradients in the radiation energy density.
Therefore, with a standard diffusion scheme with a form
following Ficks law [19], the imposed boundary

Fig. 7. Marshak wave propagation data at discrete time intervals for super- and subsonic arrival. Solid lines show the Hammer et al. model corresponding
to the drive temperature increased and decreased by an amount corresponding to the 72.5 kJ relative uncertainty in the laser energy measured and foam
density increased and decreased by 72.3% to bound the solutions. The 2D Hurricane et al. model fit to the edge with loss is shown (small dashed grey)
with the same fit evaluated at the tube centre with and without loss (medium and large dashed grey). Simulation results with nominal and adjusted ε are
shown as light and dark green boxes respectively. Vertical lines are the simulated (green) and measured (blue) upper Dante arrival times for the supersonic
case; the line width is representative of the 71σ error. Raw image data is to the right. (For interpretation of the references to colour in this figure caption,
the reader is referred to the web version of this paper.)

Table 1
Conditions for super- and sub-sonic radiation wave arrival. Error bars are relative 71σ.

Marshak wave condition Shot Laser energy (kJ) Foam density (g/cc) Peak Tr (in) (eV) Peak Tr (out) (eV) Ma Mb

Subsonic arrival N120912 340.272.5 0.12270.004 32074 7072 4.370.4 1.170.4
Supersonic arrival N121108 367.972.5 0.11470.003 32773 11873 6.070.4 3.870.4

a Evaluated in the range 0:5ozo1:0 mm.
b Evaluated in the range 2:0ozo2:5 mm.
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a b s t r a c t

Supersonic and diffusive radiation flow is an important test problem for the radiative
transfer models used in radiation-hydrodynamics computer codes owing to solutions
being accessible via analytic and numeric methods. We present experimental results with
which we compare these solutions by studying supersonic and diffusive flow in the
laboratory. We present results of higher-accuracy experiments than previously possible
studying radiation flow through up to 7 high-temperature mean free paths of low-density,
chlorine-doped polystyrene foam and silicon dioxide aerogel contained by an Au tube.
Measurements of the heat front position and absolute measurements of the x-ray
emission arrival at the end of the tube are used to test numerical and analytical models.
We find excellent absolute agreement with simulations provided that the opacity and the
equation of state are adjusted within expected uncertainties; analytical models provide a
good phenomenological match to measurements but are not in quantitative agreement
due to their limited scope.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Phenomena in which the flux of radiation emitted by a
heated body (Sr ¼ σT4) exceeds the conduction of energy
by heated material (ερCs) occur in a range of exotic
plasmas from the laboratory to astrophysical scale. Here
σ is the Stefan–Boltzmann constant (W/m2/K4), T is the
temperature (K), ε is the specific internal energy (J/g), ρ is
the mass density (g/m3), and Cs is the sound speed (m/s).

In 3D this is a difficult and complex class of physical
problem in which not only is the equation of radiative
transfer a function of seven independent variables. While
in a simpler 1D planar geometry this reduces to four
variables, account must still be taken of the complex
dependence of material properties (opacity and ε) on the
relevant independent variables. Through various approx-
imations analytical solutions to 1D problems have been
found, but owing to the complexity of almost all 2D and
3D problems, solutions are necessarily numerical via
computer simulation. In many cases these computer codes
are also used to simulate and answer questions about the
structure of stars, the behaviour of supernovae and closer
to home, in the laboratory, the transport of x-ray energy in
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Sometimes By The Same People

MEANWHILE, 1-D MODELS WERE BEING DEVELOPED FOR TRANSPORT IN A DUCT

• Consider particles traveling in a 
duct of material that is surrounded 
by a wall that can reflect a fraction, 
c, of the particles back into the 
duct. 

• Most of the models were developed 
for evacuated ducts where particles 
enter at one end. 

• In an evacuated duct, the transport 
equation is written as 

• Using a Galerkin procedure, a 
simplified 1-D model can be derived  
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Abstract — The problem of monoenergetic neutral particle transport in an evacuated duct of arbitrary 
cross-sectional geometry with partial isotropic reflection at the duct walls is considered. This five-vari-
able (three in space, two in angle) transport problem is approximated by a coupled set of N two-vari-
able (one in space, one in angle) problems via a simple Galerkin (or variational) procedure. Numerical 
comparisons with exact results indicate that the N = 2 approximation is remarkably accurate for pre-
dicting the wall absorption and particle fluxes at the duct ends. 

Modeles undimensionnels decrivant le transport de particules neutres dans les conduites 

Resume—Nous considerons le probleme du transport de particules monoenergetiques neutres dans une 
conduite evacuee de geometrie arbitraire du profit en travers et a la reflexion partielle isotropique aux 
parois de la conduite. Ce probleme de transport a cinq variables (trois en espace, deux en angle) est 
approxime par un ensemble couple de N problemes a deux variables (une en espace, une en angle) 
utilisant une simple procedure de Galerkin (ou de variation). Des comparaisons numeriques avec des 
resultats exacts indiquent que Vapproximation avec N = 2 est remarquablement precise pour predire 
Vabsorption sur la paroi et les fluxes des particules aux extremites de la conduite. 

Eindimensionale Modelle zur Beschreibung des Neutralteilchentransports in Rohren 

Zusammenfassung —Untersucht wird das Problem des Transports monoenergetischer Neutralteilchen 
in einem evakuierten Rohr mit willkurlicher Querschnittsgeometrie und partieller Isotropenreflexion 
an den Rohrwanden. Dieses Transportproblem mit fiinf Variablen (drei Raum- und zwei Winkelvari-
ablen) wird mit Hilfe eines einfachen Galerkin- (oder Variations-) Verfahrens durch einen gekoppelten 
Satz von N Problemen mit zwei Variablen (eine Raum- und eine Winkelvariable) approximiert. Zah-
lenmafiige Vergleiche mit genauen Ergebnissen zeigen, daft die Approximation mit N = 2 erstaunlich 
genau ist zur Bestimmung der Absorption an den Wanden und der Teilchenflusse an den Rohrenden. 

I. INTRODUCTION 

The problem of treating neutral particle transport 
in an evacuated duct has been treated in two recent 
papers.1'2 The physical problem considered in these 
papers consists of a duct of finite length with an arbi-

trary, but uniform, cross-sectional geometry. Pre-
scribed time-independent particle fluxes are assumed 
incident at each end of the duct, and there are no 
sources of particles in the duct interior. The particles 
entering through the duct ends stream unimpeded until 
they collide with the duct inner wall. Upon colliding, 
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A singular integral equation formulation and solution for transport 
in semi-infinite ducts 

Fausto Malvagi and G. C. Pomraning 
School 0/ Engineering and Applied Science, University o/California, Los Angeles, California 90024 

(Received 3 June 1986; accepted for publication 17 September 1986) 

An unusual two-group transport equation, associated with particle transport in a duct, and 
possessing a full "removal matrix" is considered. An approximate solution for the exiting 
distribution is obtained by an application of the facile (FN ) method. An integral transform 
technique is used to transform the problem into a singular integral equation, which serves as a 
basis for the FN approximation. The set of basis functions is derived from the singular 
eigenfunctions of the original problem. Comparisons of the reflection probability with 
numerical solutions show the accuracy and the remarkable efficiency of the F N method. 

I. INTRODUCTION 
In recent papers a new transport equation has arisen, 

presenting some peculiar and interesting features. The phys-
ical problem is that of treating neutral particle transport in 
an evacuated duct, with partial isotropic scattering at the 
wall. Pomraning and Prinja I derived a simple model for the 
monoenergetic, time-independent problem, which reduces 
the number of independent variables from 5 (3 in space, 2 in 
angle) to 2 (1 in space, 1 in angle). This was shown2•3 to be 
the lowest-order approximation in a hierarchy of approxi-
mations derived by a weighted residual procedure. The next-
order approximation, which was then derived/ leads to two 
coupled planar geometry transport equations. They can be 
written in vector form as 

= 2c O _ 1l2 )1/2B fl dll'O-Il,2)1/2«p(X,Il'), (Ll) 
1T -I 

with ° < x < 00, and with the boundary conditions 
«P(0,1l) = f(Il), 0<1l<1, 

lim «P(x,ll) = 0, 
x_ 00 

( 1.2) 

(1.3 ) 

where the two components of«P are weighted averages of the 
particle flux, f(ll) is the prescribed incident flux, and c is the 
scattering probability at the wall. The elements of the two 
matrices Sand B have been defined for arbitrary cross sec-
tional geometry of the duct. 3 We will focus our attention on 
the case of a circular duct of semi-infinite length. The nu-
merical values of the elements ofS and B are then given by3 

SII = bll = 2/1T, (1.4) 

SI2=bI2 = (1.5) 

S21 = b21 = - 2(31T - 16/1T) - 64) 1/2(128 - -I, 

( 1.6) 
S22 = - (16/1T)b22 = 16(31T - 16/1T) (128 - 91T2)-1. 

(1. 7) 
Equation (1.1) represents a two-group transport equation 
with anisotropic cross sections. The peculiarity of this prob-
lem is that both the "removal matrix" and the "scattering 
matrix" are full, while in ordinary two-group transport 

equations the "removal matrix" is always diagonal. An addi-
tional unusual feature is the occurrence of a continuous spec-
trum which is complex and involves lines of infinite length. 

In this paper we are interested in an application of the 
F N method to the problem described by Eq. (Ll). The F N 

method, initially introduced in the context of neutron trans-
port theory by Siewert and Benoist4 and Grandjean and 
Siewert,5 has also proved to be particularly efficient in solv-
ing basic transport problems in the field of radiative transfer 
and rarefied gas dynamics (an interesting review of the ap-
plications of the FN method was recently given by Garcia6 ). 

The method, though approximate, can yield very accurate 
numerical results with modest computational efforts. The 
method has already been applied to an infinite spectrum,7 

and to a two-group problem,8 but never to a problem with a 
complex spectrum, nor one involving a full removal matrix. 

We first use an integral transform technique suggested 
by Siewert8•9 to derive a singular integral equation for the 
exiting flux. The exiting flux itself is then approximated by a 
finite expansion in terms of a set of basis functions. Those 
functions are chosen, after a short discussion, to be the eigen-
functions of the problem. The coefficients of the expansion 
are found by requiring that the integral equation be satisfied 
at certain (collocation) points. Once our approximate solu-
tion is established, we check its accuracy and efficiency by 
evaluating the reflection probability (albedo) at the open 
end x = 0, defined by 

f6dll 1lcf>1 (0, -Il) 
a= f6 dIlIlJ1(1l) , (1.8) 

for different choices of the incoming fluxJand the wall scat-
tering probability c. The results are then compared to the 
ones given in Ref. 3, obtained from a direct numerical solu-
tion of Eq. (Ll). 

II. DI;RIVATION OF THE SINGULAR INTEGRAL 
EQUATION 

We start with a change of variable fromll to S according 
to 

S=IlO-1l2)-1/2, 

"'(x,s) = «P(x,ll) , 
(2.1 ) 
(2.2) 
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EXTENSIONS TO THIS DUCT WORK

• A quadratic expansion was 
introduced by Garcia, et al. (3 
basis functions). 

• Multigroup models for the 
transport also exist. 

• Prinja modified the model to 
allow particles to re-enter the 
duct at different places (non-
local reflection). 

• Many papers on the efficient 
solution of the models. 

• Models used in shielding and 
acoustics.
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Approximate One-Dimensional Models for Monoenergetic
Neutral Particle Transport in Ducts with Wall Migration
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ABSTRACT
The problem of monoenergetic neutral particle transport in a
duct, where particles travel inside the duct walls, is treated using
an approximate one-dimensional model. The one-dimensional
model uses three-basis functions, as part of a previously derived
weighted-residual procedure, to account for the geometry of par-
ticle transport in a duct system (where particle migration into
the walls is not considered). Our model introduces two stochas-
tic parameters to account for particle–wall interactions: an albedo
approximation yielding the fraction of particles that return to the
duct after striking the walls, and a mean-distance travelled in the
walls by particles that re-enter the duct. Our model produces a
set of three transport equations with a non-local scattering ker-
nel.We solve these equations usingdiscrete ordinateswith source
iteration. Numerical results for the reflection and transmission
probabilities of neutron transport in ducts of circular cross section
are compared to Monte Carlo results computed using the MCNP
code.

1. Introduction

There are several applications that involve the transport of particles through
channels where there is a weakly interacting medium of constant cross-section
surrounded by a strongly interacting medium. These channels are often called
ducts or pipes because they often appear in situations where there is a low-density
medium (even vacuum) surrounded by a dense material. Such situations arise
in neutral particle transport in plasmas (Prinja and Pomraning, 1984), radiation
shielding (Schaeffer et al., 1973), and acoustics (Jing and Xiang, 2010; Jing, Larsen,
and Xiang, 2010; Visentin, Prodi, and Valeau, 2012).

Prinja and Pomraning (1984) first developed a one-dimensional (1D) model
for neutral particle transport in ducts using geometric arguments. In that
work, the inverse distance traveled between wall collisions was interpreted
as an angle-dependent cross-section. Using the method of weighted residuals,
Larsen and colleagues in two separate papers (Larsen, 1984; Larsen, Malvagi, and

CONTACT Ryan G. McClarren rgm@tamu.edu Department of Nuclear Engineering Texas A&M University
College Station, TX, - USA.
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One-dimensional transport equation models for sound energy
propagation in long spaces: Simulations and experiments

Yun Jinga! and Ning Xiang
Graduate Program in Architectural Acoustics, School of Architecture, Rensselaer Polytechnic Institute, Troy,
New York 12180

!Received 8 September 2009; revised 5 January 2010; accepted 7 January 2010"

In this paper, the accuracy and efficiency of the previously discussed one-dimensional transport
equation models #Y. Jing et al., J. Acoust. Soc. Am. 127, 2312–2322 !2010"$ are examined both
numerically and experimentally. The finite element method is employed to solve the equations.
Artificial diffusion is applied in the numerical implementation to suppress oscillations of the
solution. The transport equation models are then compared with the ray-tracing based method for
different scenarios. In general, they are in good agreement, and the transport equation models are
substantially less time consuming. In addition, the two-group model is found to yield more accurate
results than the one-group model for the tested cases. Lastly, acoustic experimental results obtained
from a 1:10 long room scale-model are used to verify the transport equation models. The results
suggest that the transport equation models are able to accurately model the sound field in a long
space. © 2010 Acoustical Society of America. #DOI: 10.1121/1.3303981$

PACS number!s": 43.55.Br, 43.55.Ka #EJS$ Pages: 2323–2331

I. INTRODUCTION

This paper verifies the one-dimensional transport equa-
tion models in long spaces1 using both numerical simulations
and acoustical experimental results. A companion paper has
presented theoretical formulations of a subset of one-
dimensional transport equation models for acoustic predic-
tion in long spaces. These models drastically simplify the
three-dimensional exact model by reducing five variables to
two !three in space, two in angle"; thus, they are expected to
be less time consuming in comparison with ray-tracing based
methods2 or radiosity based methods3 when implemented nu-
merically. On the other hand, a simple example of a sound
field in free space has demonstrated that these models are
fairly good approximations to the exact model.1 Particularly,
since the diffusion equation can be derived as the asymptotic
approximation of the transport equation in certain cases,4,5

the transport equation method will perform significantly bet-
ter than the diffusion equation model4,6–9 recently applied in
room-acoustics. For example, the transport equation takes
the direct sound field into account while the diffusion equa-
tion fails to do so; therefore, the diffusion equation is only
valid in the late time.10 The diffusion equation is inherently
unsuitable for problems where the absorption involved is
high,11 while the transport equation is much less restricted to
this condition. The diffusion equation model assumes dif-
fusely reflecting surface in the enclosure under investigation
while the transport equation can handle explicitly partial
specular and partial scattering reflections. In addition, solv-
ing the present one-dimensional transport equation does not
necessarily take much longer time than solving the three-
dimensional diffusion equation. This follow-up paper focuses
on solving both the one- and two-group transport equation

models numerically for different long spaces and compares
the results with those obtained with a ray-tracing based
method as well as experimental results obtained from a long
room scale-model.

This paper is structured as follows: Sec. II briefly revis-
its the one-dimensional transport equation models for room-
acoustic prediction in long spaces and then introduces solu-
tion methods used in solving the equations. Section III
discusses simulation results obtained using the transport
equation models in comparison with the ray-tracing based
method. Section IV describes the scale-model experiments
and compares the acoustical measurement results with those
obtained using the two-group transport equation model. Sec-
tion V concludes the paper.

II. ONE-DIMENSIONAL TRANSPORT EQUATION
MODELS

A. Governing equations

This section briefly reviews the one-dimensional trans-
port equation models for sound propagation in a long enclo-
sure.

Based on the concept of geometrical acoustics, the
sound angular flux !!r ,! , t" everywhere in a long space
#with r= !x ,y ,z" and x being the longest dimension ranging
from 0 to L$ is shown to be the solution of a three-
dimensional transport equation

1
c

"!

"t
!r,!,t" + ! · "!!r,!,t" + M!!r,!,t"

=
Q!r,t"

4"
, 0 # x # L !y,z" ! A , !1"

with appropriate boundary conditions, where ! is the unit
vector in direction of flight, c is the speed of sound, M is thea"Author to whom correspondence should be addressed. Electronic mail:

jingy@bwh.harvard.edu
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ON THE SOLUTION OF A NONLOCAL TRANSPORT 
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ABSTRACT 

A one-dimensional transport model for free molecular flow in ducts, developed 
earlier, is generalized to allow migration of particles in the duct walls before re- 
emission at distinct spatial locations. The resulting transport equation is nonlocal 
in space, with the scattering kernel displaying spatial memory. For an exponen- 
tial memory kernel of displacement type and a semi-infinite duct, the transport 
equation is solved exactly by the Laplace transform Wiener-Hopf technique, and 
numerical results are given for the aibedo as a function of incident particle direc- 
tion, absorption probability in the duct walls, and severity of nonlocal m-emission. 
The effect of nonlocal transport is to make the system nonconservative even for 
zero absorption as a result of particle migration in the duct walls and out of the 
edges before m-emission into the duct can occur. 

INTRODUCTION 

An interesting variation on the ubiquitous one dimensional transport equation has ap- 
peared in the recent literature. Namely, model transport equations describing transport 
in anisotropic media have been postulated and solved exactly in a number of independent 
contexts. These include a one dimensional model of particle transport in evacuated ducts of 
convex cross section (Prinja and Pomraning, 1984), radiative transfer in leaf canopies (Shul- 
tis and Myneni, 1988; Ganapol, 1989-90), and a kinetic theory based model of radionuclide 
transport in fractured rock (Williams, 1992). All these models, while describing different 
physics, are characterized by scattering kernels that are not rotationally invariant and total 
cross sections that depend on particle direction. Although this leads to untypical trans- 
port equations, standard methods of solution were successfully adapted to obtain exact and 
asymptotic solutions to these unusual transport equations. In particular, the Wiener-Hopf 
method, after some adaption to the problem, was used to obtain exactly the albedo for a 
semi-infinite evacuated duct (Prinja and Pomraning, 1984) while Chandrasekhar’s method 
was successfully used in constructing exact solutions for the dense canopy transport model 
(Ganapol, 1989-90). Al so, Fourier transform solutions and diffusion limits were developed by 
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Abstract–A prescription for the third basis function relevant to an approximate model of neutral particle
transport in ducts is given. When a third basis function is included in the model, the full five-variable
differential equation that describes time-independent particle transport in a duct is reduced to a three-
group-like transport equation in two variables (one spatial, one angular). Numerical results based on the
discrete ordinates method for a series of test cases are compared with results from a suitably modified
version of the MCNP code to assess the gain in precision of the model with three basis functions relative
to previous versions of the model that make use of only one or two basis functions.

I. INTRODUCTION

Some years ago, Prinja and Pomraning1 proposed an
approximate one-dimensional model for studying the
transport of neutral particles in a duct of arbitrary cross
section. The essential idea behind the Prinja-Pomraning
model is that of averaging the distance traveled by par-
ticles between wall collisions over the duct cross section
and the azimuthal angle, and interpreting the average as
a mean free path. As a result of this approach to the prob-
lem, they obtained a transport equation in the ~z,m! vari-
ables that displays the unusual feature of an “interaction
cross section” proportional to ~1! m2 !102.

In a concurrent paper, Larsen2 showed that the same
model can be obtained by projecting the full five-variable
transport equation and associated boundary conditions
onto a ~z,m! subspace. In fact, Larsen showed that the
Prinja-Pomraning model can be identified as the lowest

order approximation in a hierarchy of approximations de-
rived by a weighted residual procedure, even though he
did not address the issue of developing specific repre-
sentations for the basis and weight functions appropriate
to the higher-order models.

In a subsequent paper, Larsen, Malvagi, and Pom-
raning3 improved the precision of the Prinja-Pomraning
model by considering the next order approximation in
Larsen’s hierarchy of approximations.2 As their model
makes use of two basis functions, these authors called it
the N " 2 model. The shape of the basis functions used
to approximate the solution for the full transport prob-
lem was suggested by the form of the angular flux in a
long duct subject to an isotropic source of particles emerg-
ing from the wall. Two different schemes were consid-
ered to define the weight functions used in the weighted
residual procedure: ~a! the Galerkin scheme, based on
weight functions that are the same as the basis functions
for the problem, and ~b! the variational scheme, based
on weight functions that are the basis functions for the*E-mail: rdmgarcia@uol.com.br

NUCLEAR SCIENCE AND ENGINEERING: 136, 388–398 ~2000!
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WALL MIGRATION OF NEUTRONS

Neutrons collisions don’t take place 
at the wall, rather inside the wall.

As a result, particles 
can re-enter duct 
ahead of or behind 
where the particle 
left the duct.
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Table . Values for wall reflection probability computed using MCNP for 106 histories.

Material c

Iron .
Concrete .
Graphite .

is expressed as

µ
∂ψ⃗ (z, µ)

∂z
+ (1 − µ2)

1
2A ψ⃗ (z, µ) = 2c

π
(1 − µ2)

1
2

×B
∫ Z

0
dz′

∫ 1

−1
(1 − µ′2)

1
2 K(z′ → z) ψ⃗ (z, µ′) dµ′, (26)

where Z is the length of the duct.

3.1. Estimating the parameters

From Equation (26) it is clear that in addition to the basis and weight functions,
the parameters λ and c must be known in order to apply the model accounting for
wall migration. As noted, the parameter c defines the probability that a particle will
re-enter the duct.

These parameters, λ and c need to be estimated and will be a function of the
material, the thickness of the duct walls, and the particle type. Here, we will focus on
thermal neutrons as the particles of interest, though different energies or particles
could be treated using our prescription. To estimate c and λ, we simulate a point
source of thermal neutrons specified by a Maxwellian at room temperature with
a cosine distribution on the surface of a disk 20-cm thick with a radius of 100 cm
usingMCNP (Briesmeister et al., 2000). The value of c is computed as the ratio of the
current exiting the disk to the current entering the disk. This calculation is similar
to that used in Garcia et al. (2003). The value of c for thermal neutrons is given in
Table 1 for each of threematerials: natural iron, ordinary concrete, and graphite. The
material compositions are defined according to PNNL Compendium of Material
Composition for Radiation Transport Modeling (Williams III et al., 2006).

Using MCNP’s PTRAC function, which follows the life of individual particles
including terminal events, the mean radial distance that particles travel in the disk
before emerging on the side they entered can be calculated. This average distance is
then interpreted as λ−1. The results of these calculations are shown in Table 2.

Figure 1 shows the distribution of radial distances traveled in the walls by parti-
cles, for all three materials. The shape of the distributions figure indicates that the

Table . Mean distance λ−1 (cm) traveled in walls computed using MCNP for 106 histories, and
material density ρ (g/cm3).

Materials λ−1 ρ

Iron . .
Concrete . .
Graphite . .
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Wall-Scattering now has a non-local kernel
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and r is defined as

r =
[

1
2πA

∫

R

∫ 2π

0
[D(x, y, ω⃗) − v]4 dφ dx dy −

(q2 + 1
u2 )

u2

]− 1
2

. (21)

As previously noted, the basis and weights functions are not directly expressed
in the multi-basis function form of the transport equation. Rather, these functions
compose the elements of the matrices A and B, which are required to apply the
model. Having explicit statements of the first three basis functions, as well as their
dependencies (constants:u, v, q, r), exact expressions for thematrix elements can be
found by direct substitution into Equations (15), (16), and (19). Thematrix elements
for the N = 3 model in a circular duct are given in Garcia et al. (2000).

3. Wall migrationmodel: Methods and parameters

In this section, we will develop a non-local transport equation that accounts for
particle migration into duct walls, composed of a specifiedmaterial, using the third-
order approximate 1D model. Later, this non-local equation is specifically applied
to ducts with iron, concrete, and graphite walls, subject to a thermal neutron source.

In order to account for neutral particles that migrate a fixed distance in the walls
and undergo diffuse emission, Prinja (1996) introduced a non-local kernel density
K(z′ → z) that gives the probability density of a particle striking the wall at z′ re-
entering the duct at point z. He applied this kernel for the N = 1 case for a semi-
infinite duct. The kernel density satisfies the condition

∫ ∞

−∞
K(z′ → z) dz = 1, (22)

where this ensures that if the duct is infinite in length the particlemust be re-emitted
somewhere. For the formof this kernel, Prinja (1996) proposed an exponential func-
tion expressed as

K(z′ → z) = λ

2
exp(−λ|z − z′|), (23)

where λ is a free parameter, where λ−1 is the average net-distance traveled between
entering the wall and re-emerging in the duct. Additionally,

lim
λ→∞

K(z′ → z) = δ(z − z′), (24)

ensures recovery of the local model. A full account of wall migration requires inte-
grating the kernel density over the entire length of the duct, where

∫ Z

0
K(z′ → z) dz′ =

∫ Z

0

λ

2
exp(−λ|z − z′|) dz′, (25)

is introduced into the scattering term of the transport equation. Accounting for wall
migration via the kernel density, the approximate 1D ductmodel transport equation
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Example kernel function



I t  Is Just Not An Evacuated Duct

THE CYLINDER IN THE MARSHAK WAVE PROBLEM IS A DUCT

• The radiative transfer in a cylinder is, in some sense, the opposite of the duct model. 

• Collisions take place in the cylinder and the walls have a reflection probably that could 
be zero. 

• The 1-D duct models make no assumptions that the walls must scatter particles back 
into the domain. 

• Furthermore, as pointed out early on in their history, there is no limitation to 
extending to non-evacuated ducts in the models. 

• They are just typically applied to evacuated regions. 

• The curvature in the wave-front, time-dependence of drive, etc. could be included in 
the model. 

• This would be a simplified model that captures the effects the 1-D diffusion models 
lack.



WE DEVELOP A MODEL FOR TIME-DEPENDENT TRANSPORT  
IN A SOLID CYLINDER

• We consider a linear transport problem: 

• We then propose an expansion in basis functions that contain the variation in 
x,y, and the azimuthal angle.

25th International Conference on Transport Theory, Monterey, California, 16-20 October 2017

One-Dimensional Models for Transport in Solid Cylinders
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1. Introduction

There has been a long history of the development of reduced-dimension transport models for particle flow
through evacuated ducts or pipes. This goes back to the early 1980s with the work of Prinja, Pomraning,
Larsen, and others [1,2]. These models, while theoretically interesting, have seemed like solutions in
search of problem as uptake in applications has been slow.

At the same time there has been interest in the high-energy density physics community for simplified
models for radiative transfer of x-rays traveling axially down a solid cylinder. Typically, the scenario has a
cylinder of foam heated on one end by x-rays. In these scenarios the radial leakage out of the cylinder
slows the propagation of the heat wave and causes the heat front to be curved. As a result predictions based
on 1-D planar models predict higher temperatures and faster energy propagation. To deal with these
shortcomings there have been new models developed [3] and applied to experiments [4].

This work attempts to unite this application and previously developed theory in to a harmonious wayang
kulit, rather than a Punch and Judy. We will show that the 1-D duct models can be applied to problems of
axial transport in a solid cylinder with or without walls. For this work we focus on steady-state, linear
transport to demonstrate that 1-D models can capture radial effects in the transport solution.

2. 1-D Models

We are interested in situations where particles are allowed to enter the solid on the faces at z = 0 and
z = Z, and the sides of the cylinder have an albedo boundary condition. We define a function h(x, y) that
is zero on the outer surface of the solid and negative when the point x, y is on the interior of the solid:

h(x, y) = x

2
+ y

2 � ⇢

2
.

For the cylinder, the perimeter L = 2⇡⇢ and A = ⇡⇢

2. In this situation we will use the duct models derived
in previous works [2,5] for transport in evacuated ducts to model our system. In a sense, our problem is the
opposite of the duct problem: we have solids with a potential vacuum outside, rather than a vacuum with a
solid surrounding it.

We are interested in solving for the angular flux of neutral particles  (x, y, z, µ,', t) [particles / (cm2· s)],
where the duct is aligned with z, t is the time variable, µ = cos ✓, ✓ 2 [0,⇡] is the cosine of the polar angle
with respect to the z axis, and ' 2 [0, 2⇡] is the azimuthal angle. The transport equation for  is

1

v
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@t

+ (1� µ

2
)

1
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+ sin'

@
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+ �t =

�s
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0
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0

d'

0
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,'

0
, t) +

Q
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. (1)
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Figure 1: Geometric layout for this study: L is the perimeter of the object, ⇢ is the radius, ✓ is an angle
relative to the z axis, A is the cross-sectional area, and the length of the object is Z. In our calculations there
is an incoming angular flux at z = 0, and vacuum boundaries on the other sides.

In this equation v [cm/s] is the speed of the particles, �t [cm�1] is the total interaction cross-section, �s
[cm�1] is the isotropic scattering cross-section, and Q [particles / (cm3·s)] is the isotropic source. The
boundary conditions allow incoming particles at z = 0 and Z,

 (x, y, 0, µ,', t) = gl(x, y, µ,', t), h(x, y) < 0, µ > 0,

 (x, y, Z, µ,', t) = gr(x, y, µ,', t), h(x, y) < 0, µ < 0.

On the other faces, the no particles enter:

 (x, y, z, µ,', t) = 0, h(x, y) = 0, ! · n < 0,

where n is the outward normal on the surface. The initial condition is  (x, y, z, µ,', 0) = gt(x, y, z, µ,').

To develop a one-dimensional model we expand  in terms of basis functions that depend on x, y, and ' as

 (x, y, z, µ,') ⇡
IX

i=1

 i(z, µ, t)bi(x, y,'). (2)

Here I  3. The basis functions are
b1(x, y,') = 1,

b2(x, y,') = u[D(x, y,')� v],

b3(x, y,') = r[D(x, y,')� v][D(x, y,')� v � q]� r/u

2
.

The function D(x, y,') gives the distance from point (x, y) to the edge of the cylinder along the direction
�!, and is given by

D(x, y,') = r · ! + [(r · !)2 + ⇢

2 � x

2 � y

2
]

1
2
,

with r = (x, y, 0).

Following [5], one can derive the coupled system of three 1-D transport equations:

1

v

@ i

@z

+ µ

@ i

@z

+ �t i +
p
1� µ

2
3X

j=1

aij j(z, µ, t) =
�s

2

�i(z, t) +Qi, (3)

where

Qi =
1

2⇡A

Z

R
dx dy

Z 2⇡

0
d' bi(x, y,')

Q
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.
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Figure 1: Geometric layout for this study: L is the perimeter of the object, ⇢ is the radius, ✓ is an angle
relative to the z axis, A is the cross-sectional area, and the length of the object is Z. In our calculations there
is an incoming angular flux at z = 0, and vacuum boundaries on the other sides.

In this equation v [cm/s] is the speed of the particles, �t [cm�1] is the total interaction cross-section, �s
[cm�1] is the isotropic scattering cross-section, and Q [particles / (cm3·s)] is the isotropic source. The
boundary conditions allow incoming particles at z = 0 and Z,

 (x, y, 0, µ,', t) = gl(x, y, µ,', t), h(x, y) < 0, µ > 0,

 (x, y, Z, µ,', t) = gr(x, y, µ,', t), h(x, y) < 0, µ < 0.

On the other faces, the no particles enter:

 (x, y, z, µ,', t) = 0, h(x, y) = 0, ! · n < 0,

where n is the outward normal on the surface. The initial condition is  (x, y, z, µ,', 0) = gt(x, y, z, µ,').

To develop a one-dimensional model we expand  in terms of basis functions that depend on x, y, and ' as

 (x, y, z, µ,') ⇡
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Here I  3. The basis functions are
b1(x, y,') = 1,

b2(x, y,') = u[D(x, y,')� v],

b3(x, y,') = r[D(x, y,')� v][D(x, y,')� v � q]� r/u
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The function D(x, y,') gives the distance from point (x, y) to the edge of the cylinder along the direction
�!, and is given by
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with r = (x, y, 0).

Following [5], one can derive the coupled system of three 1-D transport equations:
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Figure 1: Geometric layout for this study: L is the perimeter of the object, ⇢ is the radius, ✓ is an angle
relative to the z axis, A is the cross-sectional area, and the length of the object is Z. In our calculations there
is an incoming angular flux at z = 0, and vacuum boundaries on the other sides.

In this equation v [cm/s] is the speed of the particles, �t [cm�1] is the total interaction cross-section, �s
[cm�1] is the isotropic scattering cross-section, and Q [particles / (cm3·s)] is the isotropic source. The
boundary conditions allow incoming particles at z = 0 and Z,

 (x, y, 0, µ,', t) = gl(x, y, µ,', t), h(x, y) < 0, µ > 0,

 (x, y, Z, µ,', t) = gr(x, y, µ,', t), h(x, y) < 0, µ < 0.

On the other faces, the no particles enter:

 (x, y, z, µ,', t) = 0, h(x, y) = 0, ! · n < 0,

where n is the outward normal on the surface. The initial condition is  (x, y, z, µ,', 0) = gt(x, y, z, µ,').

To develop a one-dimensional model we expand  in terms of basis functions that depend on x, y, and ' as

 (x, y, z, µ,') ⇡
IX

i=1

 i(z, µ, t)bi(x, y,'). (2)

Here I  3. The basis functions are
b1(x, y,') = 1,

b2(x, y,') = u[D(x, y,')� v],

b3(x, y,') = r[D(x, y,')� v][D(x, y,')� v � q]� r/u

2
.
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THE GALERKIN PROJECTION TO A 1-D MODEL

• The function D gives the distance from a point to the edge of the cylinder along the 
direction 𝞈. For a cylinder this is 

• The basis expansion is substituted into the transport equation, and the resulting 
equation is integrated against the basis functions to get 

• These equations are a set of coupled 1-D transport equations. The effective total 
cross-section depends on μ.

•The coupling does make the equations look like a multigroup system. 
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Figure 1: Geometric layout for this study: L is the perimeter of the object, ⇢ is the radius, ✓ is an angle
relative to the z axis, A is the cross-sectional area, and the length of the object is Z. In our calculations there
is an incoming angular flux at z = 0, and vacuum boundaries on the other sides.

In this equation v [cm/s] is the speed of the particles, �t [cm�1] is the total interaction cross-section, �s
[cm�1] is the isotropic scattering cross-section, and Q [particles / (cm3·s)] is the isotropic source. The
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 (x, y, Z, µ,', t) = gr(x, y, µ,', t), h(x, y) < 0, µ < 0.

On the other faces, the no particles enter:

 (x, y, z, µ,', t) = 0, h(x, y) = 0, ! · n < 0,

where n is the outward normal on the surface. The initial condition is  (x, y, z, µ,', 0) = gt(x, y, z, µ,').
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relative to the z axis, A is the cross-sectional area, and the length of the object is Z. In our calculations there
is an incoming angular flux at z = 0, and vacuum boundaries on the other sides.

In this equation v [cm/s] is the speed of the particles, �t [cm�1] is the total interaction cross-section, �s
[cm�1] is the isotropic scattering cross-section, and Q [particles / (cm3·s)] is the isotropic source. The
boundary conditions allow incoming particles at z = 0 and Z,

 (x, y, 0, µ,', t) = gl(x, y, µ,', t), h(x, y) < 0, µ > 0,

 (x, y, Z, µ,', t) = gr(x, y, µ,', t), h(x, y) < 0, µ < 0.

On the other faces, the no particles enter:

 (x, y, z, µ,', t) = 0, h(x, y) = 0, ! · n < 0,

where n is the outward normal on the surface. The initial condition is  (x, y, z, µ,', 0) = gt(x, y, z, µ,').

To develop a one-dimensional model we expand  in terms of basis functions that depend on x, y, and ' as
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IX
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.
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From Garcia, Ono, And Veira (2000)

THE MATRIX ELEMENTS ARE NOT NECESSARILY POSITIVE

III. THE N ! 3 GALERKIN MODEL

As the Galerkin scheme of selecting the weight func-
tions has been found to be more accurate than the vari-
ational scheme for the N ! 2 model,3 we restrict our
analysis to the former scheme. Thus, we consider
bi ~x, y,w! ! ai ~x, y,w! for i ! 1, 2, and 3, and we go
on to define the required a1~x, y,w!, a2~x, y,w!, and
a3~x, y,w!.

The first and second basis functions are given by3

a1~x, y,w! ! 1 ~13!

and

a2~x, y,w! ! u@D~x, y,v!" v# , ~14!

where u and v are constants and the function D~x, y,v!
is defined as the distance from a point ~x, y, z! in the in-
terior of the duct to the inner wall ]R along the direction
"v. Since by assumption the duct cross section is uni-
form, this distance does not depend on the z coordinate
of the point, hence the notation D~x, y,v!. In addition,
the fact that the constant on the right side of Eq. ~13! is
unity results from the requirement expressed by Eq. ~12!
for i ! j ! 1, while the constants u and v can be deter-
mined so that Eq. ~12! is satisfied for i!1 and j! 2 and
for i ! j ! 2. We have3

u ! ! 1
2pA "R"0

2p

@D~x, y,v!" v# 2dwdxdy#"102

~15!

and

v !
1
2pA "R"0

2p

D~x, y,v! dwdxdy . ~16!

We note that the reason why linear combinations of 1
and D~x, y,v! are good choices for the N! 2 duct model
has been discussed in detail by Larsen, Malvagi, and Pom-
raning.3 These authors have also suggested that linear
combinations of 1, D~x, y,v!, and D2~x, y,v! might be
reasonable choices for the basis functions in the N ! 3
model. We thus use Eqs. ~13! and ~14! and propose, as a
third basis function,

a3~x, y,w! ! r @D~x, y,v!" s# @D~x, y,v!" t # , ~17!

where the constants r, s, and t are to be determined. Using
Eq. ~12! for i!1 and j! 3 and for i! 2 and j! 3, we can
show that the constants s and t must satisfy

~s" v!~t" v! ! "10u2 ~18a!

and

s# t ! 2v# q , ~18b!

where the new constant q is given by

q !
u2

2pA "R"0
2p

@D~x, y,v!" v# 3dwdxdy . ~19!

Solving Eqs. ~18! for s and t, we find

s ! v#
1
2
~q#!q2 # 40u2 ! ~20a!

and

t ! v#
1
2
~q"!q2 # 40u2 ! .

~20b!

Finally, after substitution of Eqs. ~20a! and ~20b! into
Eq. ~17!, followed by some algebraic manipulations, we
find that Eq. ~17! can be written as

a3~x, y,w! ! r$@D~x, y,v!" v# @D~x, y,v!" v" q#

"10u2 % , ~21!

where, from the requirement expressed by Eq. ~12! for
i ! j ! 3,

r ! ! 1
2pA "R"0

2p

@D~x, y,v!" v# 4 dwdxdy

" ~q2 #10u2 !0u2#"102

, ~22!

and u, v, and q are given, respectively, by Eqs. ~15!, ~16!,
and ~19!.

To complete our prescription of the N! 3 model, we
still need to specify the elements of the 3$ 3 matrices A
and B that are required in Eq. ~8!. The elements of these
matrices for 1! i, j ! 2 are the same as those reported
for the N ! 2 model by Larsen, Malvagi, and Pomran-
ing,3 and thus we just repeat their results for these ele-
ments here. They are as follows:

a11 ! b11 ! L0~pA! , ~23a!

a12 ! b12 ! u" uvL0~pA! , ~23b!

a21 ! b21 ! "uvL0~pA! , ~23c!

a22 ! u2v 2L0~pA! , ~23d!

and

b22 ! "uv@u" uvL0~pA!# . ~23e!

In regard to the remaining matrix elements, we can use
algebraic manipulations similar to those used by Larsen,
Malvagi, and Pomraning3 to derive Eqs. ~23a! through
~23e! to find
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a13 ! b13 ! "qr# ~v 2 # qv"10u2 !rL0~pA! , ~24a!

a31 ! b31 ! ~v 2 # qv"10u2 !rL0~pA! , ~24b!

a23 ! ~2r0u!" ~v 2 # qv"10u2 !uvrL0~pA! , ~24c!

b23 ! uv @qr" ~v 2 # qv"10u2 !rL0~pA!# , ~24d!

a32 ! "~v 2 # qv"10u2 !uvrL0~pA! , ~24e!

b32 ! r ~v 2 # qv"10u2 !@u" uvL0~pA!# , ~24f !

a33 ! ~v 2 # qv"10u2 !2r 2L0~pA! , ~24g!

and

b33 ! "r ~v 2 # qv"10u2 !

$ @qr" ~v 2 # qv"10u2 !rL0~pA!# . ~24h!

To conclude this section, we note that it is clear from
the results expressed by Eqs. ~24a! through ~24h! that
only two extra parameters ~r and q! come into play when
we go from the N ! 2 model to the N ! 3 model. Thus,
the N ! 1 model is given in terms of two parameters
~A and L!, the N ! 2 model in terms of four ~A, L, u,
and v!, and the N! 3 model in terms of six ~A, L, u, v, q,
and r!.

IV. THE CASE OF A DUCT WITH CIRCULAR
CROSS SECTION

We now specialize the results of Secs. II and III for
a duct with circular cross section of radius r. For this
case, the function D~x, y,v! can be expressed as3

D~x, y,v! ! r{v" @~r{v!2 " r2 " x 2 " y 2 #102 ,

~25!

which, on the inner wall ]R, reduces to

D~x, y,v! ! !2rv{n if v{n % 0 ,
0 if v{n & 0 . ~26!

Moreover, the first four of the six parameters needed to
define the N ! 3 model are given, for this case, by3

A ! pr2 , ~27!
L ! 2pr , ~28!

u ! 3p~9p2 " 64!"1020r , ~29!

and

v ! 8r0~3p! , ~30!

where we have corrected a typographical error in the ex-
pression for u reported in Ref. 3. Now, on using some
vector identities reported in Ref. 3, the divergence theo-
rem, and the expressions given by Eqs. ~25! and ~26!, we

can evaluate the parameters q and r defined, respec-
tively, by Eqs. ~19! and ~22!. We find

q ! 8r" 9p5 ~9p2 " 64!"1 "
2
3p # ~31!

and

r ! r"2"1"
576
25
~9p2 " 64!"1#"102

. ~32!

Finally, we note that Eqs. ~27! through ~32! can be used
along with Eqs. ~23! and ~24! to define the elements of
the matrices A and B that are needed in the N! 3 Galer-
kin model for the case of a duct with circular cross section.

V. COMPUTATIONAL IMPLEMENTATION

We now discuss our numerical implementation of the
discrete ordinates method for solving Eq. ~8! subject to
Eqs. ~9! in the N ! 3 Galerkin model and the modifica-
tion that we have introduced into MCNP to allow us to
use this Monte Carlo code in the generation of reference
results for the problem.

V.A. A Numerical Discrete Ordinates Implementation

Since our main purpose in this paper is to assess the
gain in precision of the N! 3 model over the N!1 and
N ! 2 models, we prefer, for simplicity, to use in our
study the standard discrete ordinates approach discussed
by Larsen, Malvagi, and Pomraning3 rather than to ex-
tend for the N ! 3 model the more elaborate decompo-
sition approach developed for the N! 2 model by Garcia
and Ono.4 We begin by using the Gaussian quadrature
scheme of ~even! order M generated by the measure
~1"m2 !102 dm on the interval @"1,1# to approximate the
integral on the right side of Eq. ~8!. Such a scheme6 has
the zeros of the Chebyshev polynomial of the second kind
UM ~m! as nodes, i.e.,

m i ! cos
ip

M #1
, i!1,2, . . . ,M , ~33!

and weights

vi !
p

M #1
sin2

ip
M #1

, i!1,2, . . . ,M . ~34!

It follows that we can write our discrete ordinates ap-
proximation to Eqs. ~8! and ~9! as

m i
d
dz
C~z,m i !# ~1"m i2!102AC~z,m i !

!
2c
p
~1"m i2!102B(

j!1

M

vjC~z,m j ! , ~35!
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As the Galerkin scheme of selecting the weight func-
tions has been found to be more accurate than the vari-
ational scheme for the N ! 2 model,3 we restrict our
analysis to the former scheme. Thus, we consider
bi ~x, y,w! ! ai ~x, y,w! for i ! 1, 2, and 3, and we go
on to define the required a1~x, y,w!, a2~x, y,w!, and
a3~x, y,w!.

The first and second basis functions are given by3

a1~x, y,w! ! 1 ~13!

and

a2~x, y,w! ! u@D~x, y,v!" v# , ~14!

where u and v are constants and the function D~x, y,v!
is defined as the distance from a point ~x, y, z! in the in-
terior of the duct to the inner wall ]R along the direction
"v. Since by assumption the duct cross section is uni-
form, this distance does not depend on the z coordinate
of the point, hence the notation D~x, y,v!. In addition,
the fact that the constant on the right side of Eq. ~13! is
unity results from the requirement expressed by Eq. ~12!
for i ! j ! 1, while the constants u and v can be deter-
mined so that Eq. ~12! is satisfied for i!1 and j! 2 and
for i ! j ! 2. We have3

u ! ! 1
2pA "R"0
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@D~x, y,v!" v# 2dwdxdy#"102

~15!

and

v !
1
2pA "R"0

2p

D~x, y,v! dwdxdy . ~16!

We note that the reason why linear combinations of 1
and D~x, y,v! are good choices for the N! 2 duct model
has been discussed in detail by Larsen, Malvagi, and Pom-
raning.3 These authors have also suggested that linear
combinations of 1, D~x, y,v!, and D2~x, y,v! might be
reasonable choices for the basis functions in the N ! 3
model. We thus use Eqs. ~13! and ~14! and propose, as a
third basis function,

a3~x, y,w! ! r @D~x, y,v!" s# @D~x, y,v!" t # , ~17!

where the constants r, s, and t are to be determined. Using
Eq. ~12! for i!1 and j! 3 and for i! 2 and j! 3, we can
show that the constants s and t must satisfy

~s" v!~t" v! ! "10u2 ~18a!

and

s# t ! 2v# q , ~18b!

where the new constant q is given by

q !
u2

2pA "R"0
2p

@D~x, y,v!" v# 3dwdxdy . ~19!

Solving Eqs. ~18! for s and t, we find

s ! v#
1
2
~q#!q2 # 40u2 ! ~20a!

and

t ! v#
1
2
~q"!q2 # 40u2 ! .

~20b!

Finally, after substitution of Eqs. ~20a! and ~20b! into
Eq. ~17!, followed by some algebraic manipulations, we
find that Eq. ~17! can be written as

a3~x, y,w! ! r$@D~x, y,v!" v# @D~x, y,v!" v" q#

"10u2 % , ~21!

where, from the requirement expressed by Eq. ~12! for
i ! j ! 3,

r ! ! 1
2pA "R"0

2p

@D~x, y,v!" v# 4 dwdxdy

" ~q2 #10u2 !0u2#"102

, ~22!

and u, v, and q are given, respectively, by Eqs. ~15!, ~16!,
and ~19!.

To complete our prescription of the N! 3 model, we
still need to specify the elements of the 3$ 3 matrices A
and B that are required in Eq. ~8!. The elements of these
matrices for 1! i, j ! 2 are the same as those reported
for the N ! 2 model by Larsen, Malvagi, and Pomran-
ing,3 and thus we just repeat their results for these ele-
ments here. They are as follows:

a11 ! b11 ! L0~pA! , ~23a!

a12 ! b12 ! u" uvL0~pA! , ~23b!

a21 ! b21 ! "uvL0~pA! , ~23c!

a22 ! u2v 2L0~pA! , ~23d!

and

b22 ! "uv@u" uvL0~pA!# . ~23e!

In regard to the remaining matrix elements, we can use
algebraic manipulations similar to those used by Larsen,
Malvagi, and Pomraning3 to derive Eqs. ~23a! through
~23e! to find
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still need to specify the elements of the 3$ 3 matrices A
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for the N ! 2 model by Larsen, Malvagi, and Pomran-
ing,3 and thus we just repeat their results for these ele-
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a13 ! b13 ! "qr# ~v 2 # qv"10u2 !rL0~pA! , ~24a!

a31 ! b31 ! ~v 2 # qv"10u2 !rL0~pA! , ~24b!

a23 ! ~2r0u!" ~v 2 # qv"10u2 !uvrL0~pA! , ~24c!

b23 ! uv @qr" ~v 2 # qv"10u2 !rL0~pA!# , ~24d!

a32 ! "~v 2 # qv"10u2 !uvrL0~pA! , ~24e!

b32 ! r ~v 2 # qv"10u2 !@u" uvL0~pA!# , ~24f !

a33 ! ~v 2 # qv"10u2 !2r 2L0~pA! , ~24g!

and

b33 ! "r ~v 2 # qv"10u2 !

$ @qr" ~v 2 # qv"10u2 !rL0~pA!# . ~24h!

To conclude this section, we note that it is clear from
the results expressed by Eqs. ~24a! through ~24h! that
only two extra parameters ~r and q! come into play when
we go from the N ! 2 model to the N ! 3 model. Thus,
the N ! 1 model is given in terms of two parameters
~A and L!, the N ! 2 model in terms of four ~A, L, u,
and v!, and the N! 3 model in terms of six ~A, L, u, v, q,
and r!.

IV. THE CASE OF A DUCT WITH CIRCULAR
CROSS SECTION

We now specialize the results of Secs. II and III for
a duct with circular cross section of radius r. For this
case, the function D~x, y,v! can be expressed as3

D~x, y,v! ! r{v" @~r{v!2 " r2 " x 2 " y 2 #102 ,

~25!

which, on the inner wall ]R, reduces to

D~x, y,v! ! !2rv{n if v{n % 0 ,
0 if v{n & 0 . ~26!

Moreover, the first four of the six parameters needed to
define the N ! 3 model are given, for this case, by3

A ! pr2 , ~27!
L ! 2pr , ~28!

u ! 3p~9p2 " 64!"1020r , ~29!

and

v ! 8r0~3p! , ~30!

where we have corrected a typographical error in the ex-
pression for u reported in Ref. 3. Now, on using some
vector identities reported in Ref. 3, the divergence theo-
rem, and the expressions given by Eqs. ~25! and ~26!, we

can evaluate the parameters q and r defined, respec-
tively, by Eqs. ~19! and ~22!. We find

q ! 8r" 9p5 ~9p2 " 64!"1 "
2
3p # ~31!

and

r ! r"2"1"
576
25
~9p2 " 64!"1#"102

. ~32!

Finally, we note that Eqs. ~27! through ~32! can be used
along with Eqs. ~23! and ~24! to define the elements of
the matrices A and B that are needed in the N! 3 Galer-
kin model for the case of a duct with circular cross section.

V. COMPUTATIONAL IMPLEMENTATION

We now discuss our numerical implementation of the
discrete ordinates method for solving Eq. ~8! subject to
Eqs. ~9! in the N ! 3 Galerkin model and the modifica-
tion that we have introduced into MCNP to allow us to
use this Monte Carlo code in the generation of reference
results for the problem.

V.A. A Numerical Discrete Ordinates Implementation

Since our main purpose in this paper is to assess the
gain in precision of the N! 3 model over the N!1 and
N ! 2 models, we prefer, for simplicity, to use in our
study the standard discrete ordinates approach discussed
by Larsen, Malvagi, and Pomraning3 rather than to ex-
tend for the N ! 3 model the more elaborate decompo-
sition approach developed for the N! 2 model by Garcia
and Ono.4 We begin by using the Gaussian quadrature
scheme of ~even! order M generated by the measure
~1"m2 !102 dm on the interval @"1,1# to approximate the
integral on the right side of Eq. ~8!. Such a scheme6 has
the zeros of the Chebyshev polynomial of the second kind
UM ~m! as nodes, i.e.,

m i ! cos
ip

M #1
, i!1,2, . . . ,M , ~33!

and weights

vi !
p

M #1
sin2

ip
M #1

, i!1,2, . . . ,M . ~34!

It follows that we can write our discrete ordinates ap-
proximation to Eqs. ~8! and ~9! as

m i
d
dz
C~z,m i !# ~1"m i2!102AC~z,m i !

!
2c
p
~1"m i2!102B(

j!1

M

vjC~z,m j ! , ~35!
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Off-Diagonal Terms Are Updated Through Source Iteration

WE SOLVE THE EQUATIONS WITH A DISCRETE ORDINATES SCHEME

• We compute transport sweeps as 

• k is the angle index, and superscript 𝓁 is the iteration index. The asterisks 
denote changes made to write the time-dependent equation in quasi-steady 
form. 

• One could imagine developing acceleration strategies for these equations, but 
we have not needed them in our work to date.
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Comparison With Monte Carlo

STEADY-STATE RESULTS

• We solve a problem of a 
cylinder of a single material 
with unit total cross-section 
and length 10. 

• We vary the radius between 2 
and 6, and the scattering ratio 
from 0 to 1. 

• A unit incident, isotropic flux is 
imposed at z=0. 

• Comparisons are made with 
calculations from Milagro from 
LANL. 

• Contour maps will have MC 
results at positive r and 1-D 
results at “negative” r.
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Figure 4: Comparison of steady-state MC and 1-D model solutions with 3 basis functions for different
scattering ratios. The positive r values are the MC solution, with the 1-D model solutions at the negative
values.
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3 Application of Model

To test the method we have considered time dependent problems of linear particle transport in solid
cylinders and compared the 1-D model to a full 2-D cylindrical transport solution from the implicit Monte
Carlo code Milagro [6]. These problems all have a unit, isotropic source at z = 0 and vacuum boundaries
on all other sides. The initial condition is that there are no particles in the system.

The first problem we consider has a purely absorbing cylinder of radius 2 and length 10 with �t = 1. For
the 1-D model we solve the model equations using discrete ordinates with 120 angles and the diamond
difference spatial discretization and 200 zones. The results at steady state with three basis functions are
shown in Figure 2. These results demonstrate that at the 1-D model captures the full solution except near
the z = 0 at high values of r =

p
x

2
+ y

2.

If there is significant scattering in the problem, the

For a test problem, consider a purely absorbing cylinder with a unit incident source at z = 0. The cylinder
has a radius of 6, and length of 10. We solve 1-D model equations using discrete ordinates with 120 angles,
and 200 spatial zones and compare it These results demonstrate that at the 1-D model captures the full
solution except near the z = 0 at high values of r =

p
x

2
+ y

2.

3/10

Models for Solid Cylinders

0.0 0.5 1.0 1.5 2.0
r

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

φ

MC Z = 0
1D Z = 0
MC Z = 1
1D Z = 1
MC Z = 2
1D Z = 2

Figure 2: Results comparing the 1-D model with three basis functions and a Monte Carlo calculation as a
function of axial position and radius for a purely absorbing cylinder of radius 2 and length 10.

Figure 3: Results comparing the 1-D model with three basis functions and a Monte Carlo calculation as a
function of axial position and radius for a purely absorbing cylinder of radius 2 and length 10.

3 Application of Model

To test the method we have considered time dependent problems of linear particle transport in solid
cylinders and compared the 1-D model to a full 2-D cylindrical transport solution from the implicit Monte
Carlo code Milagro [6]. These problems all have a unit, isotropic source at z = 0 and vacuum boundaries
on all other sides. The initial condition is that there are no particles in the system.

The first problem we consider has a purely absorbing cylinder of radius 2 and length 10 with �t = 1. For
the 1-D model we solve the model equations using discrete ordinates with 120 angles and the diamond
difference spatial discretization and 200 zones. The results at steady state with three basis functions are
shown in Figure 2. These results demonstrate that at the 1-D model captures the full solution except near
the z = 0 at high values of r =

p
x

2
+ y

2.

If there is significant scattering in the problem, the

For a test problem, consider a purely absorbing cylinder with a unit incident source at z = 0. The cylinder
has a radius of 6, and length of 10. We solve 1-D model equations using discrete ordinates with 120 angles,
and 200 spatial zones and compare it These results demonstrate that at the 1-D model captures the full
solution except near the z = 0 at high values of r =

p
x

2
+ y

2.

3/10



1-D MODELS PERFORM BETTER WITH LOW SCATTERING RATIO

3 Basis Functions
McClarren and Long
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Figure 4: Comparison of steady-state MC and 1-D model solutions with 3 basis functions for different
scattering ratios. The positive r values are the MC solution, with the 1-D model solutions at the negative
values.
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Figure 7: Comparison of steady-state MC and 1-D model solutions with 3 basis functions for different
scattering ratios for a cylinder of radius 2 mean-free paths.
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THE QUADRATIC MODEL IS NECESSARY
2 And 1 Basis Functions Are Signif icantly Worse

2-Basis Functions, Radius 6

Models for Solid Cylinders
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Figure 5: Comparison of steady-state MC and 1-D model solutions with 2 basis functions for different
scattering ratios.
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Figure 6: Comparison of steady-state MC and 1-D model solutions with 1 basis function for different
scattering ratios.
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3 BASIS FUNCTION SOLUTIONS VERSUS RADIUS
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BIGGEST DISCREPANCY IS NEAR RADIAL EDGE
3 Basis Function Solutions, R=6
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TIME-DEPENDENT SOLUTIONS HAVE THE OPPOSITE PROBLEM

3 Basis Functions Solutions At 1 Mean-Free T ime Move Too Fast

Radius 6 Radius 2
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Figure 10: Comparison of t = 1 MC and 1-D model solutions with 1 basis function for different scattering
ratios for a cylinder of radius 6 mean-free paths.
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Figure 11: Comparison of t = 1 MC and 1-D model solutions with 1 basis function for different scattering
ratios for a cylinder of radius 2 mean-free paths.
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Non-Constant Cross-Sections

EXTENDING MODEL TO RADIATIVE TRANSFER PROBLEMS WILL INVOLVE COMPLICATIONS

• Beyond adding the coupling to the material temperature equation, there are 
additional complications to solving the 2-D Marshak wave problem in a 
cylinder. 

• Spatially dependent cross-sections will cause create additional coupling 
between the angular fluxes. 

• In principle, these can all be handled. 

• An interesting question is the diffusion limit of this model. 

• Scaling the equations so that scattering is large, and absorption, time-
dependence, sources, and the correction terms are small, I get that the 
leading order solution satisfies 

Models for Solid Cylinders

4 Asymptotics

We consider our 1-D transport equation with the scaling that

• small mean-free path, high scattering ratio

• Radial effects are small

• time-dependence is small

• sources are small
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This diffusion equation has an additional absorption term that accounts for losses radially. For a single
basis function, this equation becomes

1

v

@�

(0)

@t

� @

@z

1

3�t

@�

(0)

@z

+ �a�
(0)

+

1

2⇢

�

(0)
= 2Qi. (11)

11/12


