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Parameter inference with deep jointly-informed neural networks
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Summary
A common challenge in modeling inertial confinement fusion (ICF) experiments with computer simulations is that many of the simulation inputs are unknown and cannot be directly measured. Often, parameters that are measured in the experiment are used to infer the unknown inputs by solving the inverse problem: finding the set of simulation inputs that result in outputs consistent with the experimental observations. In inertial confinement fusion, this process is often referred to as a “post-shot analysis”. Post-shot analyses are challenging as the inverse problem is often highly degenerate, the input parameter space is vast, and simulations are computationally expensive.

In this work, deep neural network models equipped with model uncertainty estimates are used to train inverse models, which map directly from output to input space, to find the distribution of post-shot simulations that are consistent with experimental observations. The inverse model approach is compared to Markov chain Monte Carlo (MCMC) sampling of the forward model, which maps from input to output space, for parameter inference tasks of varying complexity. The inverse models perform best when searching vast parameter spaces for post-shot simulations that are consistent with a large number of observables, where MCMC sampling can be prohibitively expensive. We demonstrate how augmenting inverse models with autoencoders enable the inclusion of several dozen observables in the inverse mapping, reducing the degeneracy of the model and improving the accuracy of the post-shot analysis.
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1  |  INTRODUCTION

The goal of inertial confinement fusion (ICF) is to compress a deuterium-tritium (DT) fuel capsule to high temperature and density to ignite fusion reactions. Impinging laser beams or x-rays generated within a hohlraum ablate material on the outer surface of the capsule, creating a rocket-like force that compresses the inner DT shell. Under ideal conditions, the gas at the center of the capsule ignites a fusion burn wave that propagates outward, consuming the fuel and releasing immense amounts of fusion energy [17][1].

Determining the requirements for ICF ignition in a laboratory setting is challenging: the ICF design space is vast and largely unexplored, and experiments are prohibitively expensive. To better understand implosion performance and explore new designs, designers rely heavily on computationally-demanding simulations. However, validating simulations with experimental data is
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difficult, as many simulation inputs are not directly controlled or measured, and thus must be inferred based on experimental observations. The process of inferring the simulation inputs that are consistent with experiential measurements is called a “post-shot” analysis \[14, 23\].

Post-shot analyses are critical to understanding ICF experiments as many physical quantities (such as pressure, internal energy, entropy) cannot be explicitly measured, and thus must be determined from post-shot simulations. Traditionally, post-shot analyses are performed by varying a small number of simulation inputs manually until the simulation outputs fall within the experimental uncertainties for three or four important quantities of interest (QOI). This is a slow procedure and often only one set of simulation inputs is found, when in fact there could be several combinations of simulation inputs that are consistent with the experimental measurements. Drawing conclusions from a single post-shot solution can thus lead to incorrect interpretation of the experimental data.

In this work, a neural network-based approach to post-shot analysis is presented, which finds the distribution of simulation inputs that are consistent with a large number of experimental measurements. This approach builds inverse neural network models, which map directly from the observables to distributions of simulation inputs. In section 2, the deep neural network algorithm used to train the inverse models is discussed and compared to traditional Bayesian models. In section 3, the inverse model approach to parameter inference is compared to standard Markov chain Monte Carlo (MCMC) sampling \[10\] for simple tasks, and is tested on a challenging ICF inference task. The benefits of inverse modeling are discussed and summarized in section 4.

2 DEEP JOINTLY-INFORMED NEURAL NETWORKS WITH DROPOUT

The simulations used to model ICF experiments are computationally expensive, thus MCMC sampling a large parameter space using simulations alone is unfeasible. To enable rapid evaluation of the simulator, “surrogate” models are trained on a fixed data base of simulations which span the parameter space of interest. The surrogate is essentially a model that interpolates between the available data, providing fast estimates of the QOI anywhere in the parameter space. Simple examples of surrogate models include linear regression or power law models, but as the data increases in complexity and dimensionality, more sophisticated machine learning algorithms are often required to accurately fit the data.

Deep neural networks have several properties that make them attractive surrogate models; they are accurate, flexible, scalable, and are easy to update as new data becomes available. However, the predictive accuracy of deep neural networks is often sensitive to the choice of the network architecture and training hyper-parameters. There are few robust guidelines for designing and training neural networks for arbitrary data sets, and hyper-parameter optimization techniques are prohibitively expensive unless the range of hyper-parameter values is highly constrained. “Deep jointly-informed neural networks” (DJINN) is an algorithm designed to overcome the challenges of determining an appropriate deep neural network architecture and weight initialization for arbitrary data sets. DJINN builds robustly accurate neural networks by mapping decision trees trained on the data into initialized neural networks, which are subsequently tuned via back-propagation \[15\]. DJINN is used in this work because it displays robustly accurate performance for a variety of data sets, and does not require extensive hyper-parameter tuning. DJINN is employed as an ensemble method, in which a random forest \[2\] of decision trees is mapped into an ensemble of neural networks.

An advantage of using deep neural network surrogates, such as DJINN, is that estimates on prediction uncertainties are readily obtained by employing a technique called dropout. Dropout is a popular regularization technique for deep neural network training; it requires randomly removing a small subset of neurons from the network each training epoch, preventing the network from over-fitting to the training data \[26\]. Gal and Ghahramani \[9\] recently demonstrated that sufficiently large neural networks with dropout approximate deep Gaussian processes \[25, 8, 7\]. The method for extracting uncertainty information from the neural networks requires dropout to be employed after each layer of the network during the training and evaluation stages. Evaluating the network many times samples the neural network model space, building up a distribution of predictions which approximates variational inference of a deep Gaussian process. Since DJINN is often employed as an ensemble method, the model space that gets sampled when using dropout with DJINN is larger than a single neural network with dropout; recent work has shown that such ensemble methods, while not strictly Bayesian, yield prediction uncertainties that behave similarly to Gaussian process methods \[24\].

To evaluate the efficacy of DJINN with dropout as an approximately Bayesian model, the performance of Bayesian DJINN (B-DJINN) is compared to several other Bayesian surrogate models: Bayesian multivariate adaptive regression splines (BMARS) \[5\], Bayesian additive regression trees (BART) \[4\], and Gaussian processes (GP) with radial basis function (RBF)
TABLE 1 Hyperparameter for B-DJINN models.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Learning rate</th>
<th>Epochs</th>
<th>Batch size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic</td>
<td>4, 6, 13, 20</td>
<td>0.004</td>
<td>500</td>
</tr>
<tr>
<td>Boston</td>
<td>13, 12, 20, 23</td>
<td>0.004</td>
<td>600</td>
</tr>
<tr>
<td>Diabetes</td>
<td>10, 13, 18, 3</td>
<td>0.004</td>
<td>300</td>
</tr>
<tr>
<td>Yield</td>
<td>5, 7, 13, 23</td>
<td>0.002</td>
<td>1000</td>
</tr>
</tbody>
</table>

The optimal length scale in the RBF kernel in the GP is found by maximizing the log-marginal likelihood using the L-BFGS-B algorithm [13]. The optimal length scales for each data set are: 0.215 for logistic, 0.138 for Boston housing, 0.152 for diabetes, and 0.223 for the yield data set. Table 1 summarizes the hyperparameters for the B-DJINN models, including a representative architecture from the ensemble of five neural networks, and the training parameters. The dropout rate was set to 5% for all of the networks, and the weight regularization coefficient is set to $10^{-6}$.

The models are compared on four regression tasks: the Boston housing [11] and diabetes progression [6] data sets are common test problems for regression. The logistic data set is generated by varying $x$ and $k$ in the logistic function and adding Gaussian distributed noise to compute $f(x, k)$:

$$f(x, k) = \frac{1}{1 - \exp(-kx)} + N(\mu = 0, \sigma^2 = 0.01).$$

The data set contains 1000 randomly sampled points with $x$ sampled between (-1,1) and $k$ sampled between (0,10). The yield data set is a set of 5000 Latin hypercube sampled [16] ICF implosion simulations that span a 4D simulation input space. The implosions are simulated with the multi-physics code HYDRA [20], and the primary QOI in the database is the yield– the thermonuclear energy produced in the implosion. Each data set is split into an 80% training set and 20% test set, and the inputs are scaled between [0,1] prior to training.

To evaluate the accuracy of each model, the mean squared error (MSE), mean absolute error (MAE), and explained variance ratio (EV) are computed using the mean predictions for the test data set. These metrics do not take into account the uncertainties in the predictions, thus to compare the overall accuracy and precision of each model, the normalized sum of absolute errors is computed using the following equation:

$$\frac{1}{N_{\text{data}} \cdot N_{\text{pred}}} \sum_{i=1}^{N_{\text{data}}} \sum_{j=1}^{N_{\text{pred}}} |Y_j(x_i) - T_i|,$$

where $N_{\text{data}}$ and $N_{\text{pred}}$ are the number of data points and predictions, respectively, $Y_j(x_i)$ is the $j$th prediction for the data point $x_i$, and $T_i$ is the true value at point $x_i$. This metric is large for models that are inaccurate and have wide distributions of predictions, and small for accurate models with low uncertainties. Table 2 summarizes the performance metrics for each of the regression data sets.

B-DJINN with dropout displays similar performance to other Bayesian regression algorithms, both in terms of its average accuracy and according to integrated metrics which take into account the uncertainty in the model predictions. B-DJINN offers some distinct advantages over models such as BMARS and BART – it does not required MCMC sampling and thus B-DJINN can be trained more efficiently, and it is easier to save and evaluate at a later time as it does not require the full distribution of models to be saved.

### 3 | INVERSE MODELS WITH B-DJINN

In complex experiments there are often input conditions to the system that are not directly controlled or measured, and must be inferred with physical models that relate the unobservable and observable quantities. Determining a set of unknown inputs which correspond to a set of observed outputs is a common task in Bayesian analysis; unknown parameters are typically inferred by MCMC sampling the “forward” surrogate model– the model that maps from input to output space– to identify sets of inputs that are consistent with observations.

Rather than MCMC sampling the forward model, we propose the use of inverse B-DJINN models, which are trained to map directly from output to input space. The inverse mapping is often degenerate; this is reflected in the uncertainty of the B-DJINN
TABLE 2 Performance metrics for B-DJINN and several Bayesian regression models for four data sets. The MSE, MAE, and EV are computed using the mean predictions for the test data sets. B-DJINN shows similar performance to the other Bayesian surrogates.

<table>
<thead>
<tr>
<th></th>
<th>Logistic</th>
<th></th>
<th></th>
<th>Boston</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>MAE</td>
<td>EV</td>
<td>NSAE</td>
<td>MSE</td>
<td>MAE</td>
</tr>
<tr>
<td>B-DJINN</td>
<td>3.171e-4</td>
<td>0.014</td>
<td>0.998</td>
<td>0.038</td>
<td>5.359</td>
<td>1.743</td>
</tr>
<tr>
<td>GP</td>
<td>9.023e-4</td>
<td>0.008</td>
<td>0.992</td>
<td>0.098</td>
<td>22.62</td>
<td>3.042</td>
</tr>
<tr>
<td>BART</td>
<td>1.292e-4</td>
<td>0.008</td>
<td>0.999</td>
<td>0.098</td>
<td>15.42</td>
<td>2.574</td>
</tr>
<tr>
<td>BMARS</td>
<td>2.495e-6</td>
<td>0.002</td>
<td>0.999</td>
<td>0.001</td>
<td>18.57</td>
<td>2.867</td>
</tr>
</tbody>
</table>

predictions. The degeneracy of the inverse model can be reduced by including a large number of observables in the output space—knowing more about the experimental observations aids in constraining where the experiment is located in simulation input space. Although the inverse models sometimes suffer from large uncertainties, they provide rapid estimates of the simulation inputs consistent with the observables, which can then be confirmed by evaluating the forward surrogate.

In the following subsections, the benefits of using inverse models are illustrated with two inference tasks. In section 3.1, inverse models are compared to MCMC sampling to infer the exponent $k$ in the logistic function of Eq. 1. In section 3.2, inverse B-DJINN models are used to perform a post-shot analysis for ICF data, in which eight inputs are simultaneously inferred using several observables.

### 3.1 Parameter inference with inverse models

To demonstrate the utility of training inverse models for inference tasks, MCMC sampling the forward model with B-DJINN and GP models is compared to the inverse model predictions for the logistic function data set. Given ten random values of $x$ and the corresponding value of $f(x, k)$, the task is to infer the value of $k$. The forward B-DJINN and GP models are MCMC sampled using the Metropolis-Hastings algorithm [12] to find the values of $k$ consistent with the observations of $x$, $f(x, k)$; the resulting distributions are shown in blue (B-DJINN) and green (GP) for various true values of $k$ in the left side of Fig. 1. These distributions can be compared to the inverse model predictions of $k$ that are generated by training a B-DJINN model to map directly from $(x, f(x, k))$ to $k$, then evaluating the inverse model with the ten available observations and collecting the predicted values of $k$ into a distribution. The black points on the plot indicate the true value of $k$.

The MCMC sampled DJINN model provides the most accurate and precise predictions for $k$. Although the inverse model displays high uncertainties, the mean value of its prediction is close to the true value of $k$ away from the boundaries of the data set. The inverse model prediction is acquired in a fraction of the time required for MCMC inference, and although uncertain, the mean prediction is accurate enough to be used as a starting point for the MCMC sampling to accelerate convergence. The right side of Fig. 1 demonstrates the utility of using the inverse model prediction to warm-start sampling for $k=9$. The MCMC chain converges within 3000 MCMC samples when initializing the chain at the inverse model mean prediction for $k$; randomly initializing the chain takes over 100,000 samples to converge.

Although this is a simple inference task in which only a single parameter is unknown, the methodology is readily extended to high-dimensional inference tasks. As the number of parameters that need to be inferred increases, the advantages of using an inverse model to approximate the values of the unknown parameters become significant. MCMC sampling in high-dimensional spaces can be prohibitively expensive, and starting the chain near the true value can greatly reduce the time spent searching the space.
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FIGURE 1 Parameter inference with inverse models and MCMC sampling forward models. Left: B-DJINN, Gaussian process (GP), and an inverse model are used to infer $k$ given values of $x$, $f(x, k)$. Right: Inverse model estimates accelerate the convergence of a Markov chain by initializing the search near the true value. The shaded region indicates the 25th and 75th percentile from the distribution of inferred values of $k$, and the solid line indicates the median value.

3.2 | Post-shot analysis of ICF experiments with inverse models

Inverse models are next tested on a more challenging inference task: post-shot analysis of an ICF implosion [27,3]. The database used to train the B-DJINN models contains 60,000 HYDRA simulations that are Latin hypercube sampled from an 8D input space. The inputs include several engineering features that are present in the experiment: the amplitude and width of a fill tube, a small tube used to fill the capsule with DT gas [19], and a tent–a thin membrane that holds the capsule in place within the hohlraum [22]. The inputs also include effects that could cause performance degradation in the implosion, including carbon mix of the ablator into the DT fuel, and extra energy in the fuel prior to the implosion (preheat). The final three inputs are characteristics of the experiment that are controllable—the energy scale, which is a scale factor for the laser energy and fuel capsule size, the peak multiplier, which describe the energy and power of the laser, and the amount of dopant added to the ablator.

As a demonstration, four observables commonly matched in post-shot analyses are used to infer the simulation inputs. The observables include: neutron yield ($\log_{10}(\text{Neutrons})$), which is the number of fusion neutrons produced during the implosion, ion temperature ($T_{\text{ion}}$), which is inferred using the width of the neutron birth spectra [21], bang time, which is the time of peak neutron production, and the down scatter ratio (DSR), which is the ratio of lower to higher energy neutrons in the observed spectrum [13]. The observables are used to train inverse models that map from the 4D output vector to the 8D simulation input vector. The mapping is degenerate, but it serves as an illustrative example as to how unconstrained the simulation inputs are when only matching a small number of experimental observables.

The inverse models are tested on a simulation for which the true inputs and outputs are known. The four observables are Gaussian distributed about the true value with uncertainties typical for experiments; these distributions are shown in blue in Fig. 2. The distributions of observables map into distributions of 8D input vectors via the inverse B-DJINN model. Figure 3 illustrates the resulting simulation inputs from the inverse model, shown in red; the black lines in the figure indicate the true values of the simulation inputs. The inverse model has non-negligible error in its predictions; it is therefore expected that some of the simulation inputs are not actually consistent with the known outputs. The red input distributions are passed through the forward model, resulting in the red output distributions shown in Fig. 2. As expected, the red “inverse + forward” distributions are broader than the true output distributions due to the error in the surrogate models.

An alternative approach to inverse modeling is MCMC sampling the forward distribution to locate simulations whose outputs fall within the blue distributions indicated in Fig. 2, the resulting set of inputs are shown in blue in Fig. 3. The inputs are much more constrained in the inverse mapping predictions, which is attributed to the error of the inverse surrogate. Due to the degeneracy of the problem, it is challenging to train an accurate model to predict eight inputs given values of four observables, and the model predictions trend toward the mean of the training data when relationships between the inputs and outputs are not
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FIGURE 2 Distributions of simulation outputs from a simulation-only inference test. Blue distributions indicate the true values, red distributions are those found by first using the inverse model to map the blue distributions to simulation inputs, then using the forward model to map back to simulation outputs; error in the inverse model leads to broadening of the output distributions.

constrained. This is shown clearly in the inference of the fill tube width, which is unconstrained according to the MCMC result, but is predicted to be the mean value of the training data by the neural network.

The inverse model approach to post-shot analysis provides rapid estimates of simulation inputs that are consistent with experimental observations without requiring potentially expensive MCMC sampling of the forward model. The inverse models suffer from large uncertainties in highly degenerate problems, however they can provide a good starting location for an MCMC sampling algorithm. The utility of inverse models becomes more obvious when a large number of observables is included in the inverse mapping; if more information is known about the experiment, the distributions of inferred simulation inputs are better constrained. However, including a large number of observables in the inverse models increases the number of degrees of freedom in the neural network, and therefore increases the amount of data required to train the model. Many observables available in ICF experiments contain redundant information; X-ray images and neutron spectra are recorded from various lines of sight, temperatures are measured using various diagnostics, etc. Thus it is reasonable to expect that a collection of several dozen observables can be compressed to a smaller number of metrics that efficiently summarize the data. There are many dimensional reduction algorithms for data compression; in this work, we consider the use of autoencoder neural networks to compress a large set of observables from ICF experiments into a low dimensional “latent space”.

An autoencoder is a neural network designed to non-linearly compress data with minimal information loss. Autoencoders are straightforward variations of traditional feed forward neural networks that have a characteristic hourglass-like shape. The network takes as input a large vector of data, and non-linearly compresses the data through hidden layers with a decreasing number of neurons per layer until a bottleneck layer is reached. This bottleneck layer is often referred to as the “latent space”; it is a low-dimensional representation of the original vector of data that was input to the network. The network from the input layer to the bottleneck layer is the “encoder”; it encodes the large vector of data into the low-dimensional latent space. The second half of the network decompresses the data one layer at a time until the output layer, which is the same size as the input layer. This half of the network is the “decoder”; it takes the latent space vector and decompresses it to get back the original vector of
The autoencoder is trained by minimizing the reconstruction error between the input vector and the output vector, while forcing the data to go through the low-dimensional latent space. Autoencoders enable the inclusion of many observables in the ICF inverse models without adding a significant number of degrees of freedom, keeping the training data demand moderate. Rather than training inverse models to map from yield, ion temperature, bang time, and DSR to the eight simulation inputs, the inverse models are now trained to map from the latent space to the inputs. The autoencoder latent space is a 10D representation of 45 scalar outputs from the simulation databases. The outputs include: neutron yield, ion temperature, DSR, and the skew and kurtosis of the neutron spectra measured from four lines of sight, X-ray emissions measured at several energies, temperature, pressure, and volume of the hot spot of the implosion, and bang time. The median reconstruction error of the autoencoder is less than 2% for all 45 observables.

To illustrate the improvements autoencoders offer for post-shot analysis, consider the same test simulation from Figures 2-3. Rather than using inverse models to find post-shot simulations which are consistent with only four observables, inverse models built with the autoencoder find simulations which are consistent with all 45 observables included in the latent space. Figure 4 shows the distributions of four of the observables, and Fig. 5 shows the corresponding post-shot simulation inputs. Requiring post-shot simulations to be consistent with a set of 45 observables results in more accurate and precise predictions of the simulation inputs from the inverse models, as shown in Fig. 5. Although there is still error accumulation from the forward and inverse models, resulting in some post-shot simulations which have observable values slightly outside the range of the true experimental uncertainties, shown in Fig. 4, the error is significantly lower than that in Fig 2.

The inverse modeling approach to post-shot analysis performs best when a large number of observables are used to constrain the simulation inputs; when matching only a small number of observations the mapping is highly degenerate, and MCMC sampling the forward model yields better results. Although including a large number of observables in the inverse models does not remove all of the degeneracy, it does improve the inverse model accuracy significantly. Furthermore, when matching several dozen observables MCMC sampling can be prohibitively expensive, thus inverse models augmented with autoencoders offer a promising alternative to MCMC sampling when searching high dimensional spaces for inverse solutions.

4 | CONCLUSIONS

Ensembles of deep neural networks with dropout are used as approximate Bayesian models to perform post-shot analyses for inertial confinement fusion experiments. Inverse models, which map directly from output to input space, are compared to traditional
FIGURE 4 Distributions of simulation outputs from a simulation-only inference test. Blue distributions indicate the true values, red distributions are those found by first using the latent space inverse model to map the blue distributions to simulation inputs, then using the forward model to map back to the latent space, which is decoded to produce simulation outputs. The latent space post-shot analysis locates simulations which agree well with experimental observations, without requiring expensive MCMC sampling.

MCMC sampling of the forward model for post-shot analysis. The inverse models suffer from large uncertainties when constrained by only a few outputs, but the benefits of using inverse models become evident when searching for post-shot simulations which match a large number of experimental outputs.

Autoencoder neural networks are used to compress a large number of observables into a lower dimensional representation of the data, and inverse models are trained to map from this low dimensional “latent” space to the simulation inputs directly. Autoencoder augmented post-shot analyses enable the best post-shot simulations to be found rapidly, by simply evaluating a neural network multiple times. This approach is much more efficient than MCMC sampling a forward model, which can be prohibitively expensive when searching high dimensional parameter spaces for solutions that are consistent with several dozen experimental outputs.

Neural network-based post-shot analyses offer a promising approach to interpreting ICF experiments, as they provide uncertainty estimates on the inferred simulation inputs, and thus can be used to establish the relative likelihoods of certain hypotheses explaining the experimental data.
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